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CHAPTER 1 1 

INTRODUCTIO N 2 

1.1 Background 3 

The advancement of through-silicon-via (TSV) fabrication technology makes three- 4 

dimensional (3D) integration a promising and key integration technique that can achieve 5 

continuous miniaturization of next generation integrated circuits (ICs) and systems. The 6 

3D integration technique provides the capability of integrating multiple dies vertically 7 

using TSVs and silicon carriers [1, 2]. A general 3D integrated system consisting of 8 

stacked dies, a silicon interposer (or a package), and a printed circuit board (PCB) is 9 

shown in Figure 1. Because of the vertical stacking of IC dies, the power density of 3D 10 

integrated systems is expected to increase dramatically according to the International 11 

Technology Roadmap for Semiconductors [3]. Alleviating the thermal problem for 3D 12 

systems requires novel thermal management approaches such as microfluidic cooling 13 

using built-in microchannels [4, 5, 6], as shown in Figure 1. Compared to a two- 14 

dimensional (2D) integrated system, the design and modeling of a 3D system becomes 15 

challenging because of increasing geometry scales and complexities.  16 

1.2 Motivation  17 

Designing a successful 3D integrated system requires efficient numerical modeling and 18 

simulation methods that can simultaneously validate electrical performance, thermal 19 

integrity, and mechanical reliability. In this regard, the early-design stage modeling and 20 

analysis of 3D systems at the system level is important. Modeling includes the extraction 21 

of physical parameters and the building of physical or mathematical models that capture 22 

electrical, thermal, and mechanical phenomena described by governing equations. 23 



 2 

Analysis includes solving problems using numerical solvers to obtain final solutions. As 24 

multiple domains such as electrical, thermal, and mechanical domains are included in an 25 

integrated system, modeling and analysis become critical. The challenges for the 26 

modeling and analysis of 3D systems are discussed in the following subsection.  27 

 28 

Figure 1. A 3D integrated system.  29 
 30 

1.2.1 Major Modeling and Analysis Challenges 31 

The major challenges for the modeling and analysis of a 3D integrated system mainly 32 

stem from four aspects:  electrical-thermal coupling and interaction, the multiscale nature 33 

of 3D systems, the requirement for fast simulation with varying design parameters, and 34 

efficient modeling of microfluidic cooling, all explained below: 35 

1. Coupling and interaction between electrical and thermal domains 36 

For an integrated system, since materials such as metal conductors and the silicon 37 

substrate usually have temperature-dependent properties, a non-uniform temperature 38 

profile can affect electrical performance both in steady state and at high frequencies. The 39 

temperature-dependent electrical resistivities of metal conductors such as silver, copper, 40 



 3 

and aluminum are shown in Figure 2a while the electrical resistivity of silicon carrier is 41 

shown in Figure 2b. In steady state, a power delivery network (PDN), which consists of 42 

metal conductors and can be represented using a resistance network, delivers DC voltage 43 

and current to IC chips [7, 47]. As the electrical resistivities of metal conductors are 44 

temperature-dependent, the effect of temperature on the steady-state voltage drop in a 45 

power delivery network needs to be investigated. In addition, because of current flowing 46 

in a PDN, generated Joule heating can affect thermal distribution. Thus, the electrical and 47 

thermal characteristics interact and form a coupling system in the steady state.  48 

 49 

        50 
(a)                                                        (b) 51 

Figure 2. Temperature-dependent resistivities of (a) conductors including silver, 52 

copper, and aluminum, and (b) silicon substrate.  53 
 54 

At higher frequencies, for the electrical modeling of TSV arrays in a silicon 55 

interposer (Figure 1), as the electrical resistivity of silicon substrate is a function of 56 

temperature (Figure 2b), the electrical performance of TSV arrays such as insertion loss 57 

and crosstalk between neighboring TSVs can be affected by the thermal profile. 58 

Therefore, designing and modeling TSV arrays must take into account the effect of 59 
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 4 

system thermal profile. Addressing the thermal effect on TSVs and facilitating TSV array 60 

design requires combined thermal-electrical modeling for TSV arrays.  61 

In summary, the inclusion of simultaneous electrical and thermal phenomena 62 

complicates the modeling of 3D systems and requires the development of co-simulation 63 

methods. Although thermal and mechanical characteristics also interact because of the 64 

mismatch between coefficients of thermal-expansion (CTE) of materials, the co- 65 

simulation methods in this dissertation mainly focus on electrical-thermal modeling and 66 

analysis.   67 

2. Multiscale nature of 3D systems 68 

For a 3D system shown in Figure 1, the stacked IC region, which has a smaller 69 

footprint than the PCB and package, usually contains a great number of small features 70 

such as TSVs, vias, and micro-bumps. Consequently, the stacked IC requires finer 71 

meshing grids than the package and PCB. Because of the co-existence of both small-sized 72 

features and the large-sized package and PCB, the scale difference of features in a 3D 73 

system can reach 1:50,000. In addition, as each chip has its own functional blocks, it 74 

requires different meshing grids as compared to other chips. The layout difference 75 

between stacked chips can cause the mesh grids to propagate from one chip to another 76 

with a conformal meshing approach. Therefore, performing thermal or voltage drop 77 

modeling of the entire 3D structure requires millions of meshing cells using either 78 

conformal finite element or finite volume-based meshing grids. The large number of 79 

meshing cells can lead to extensive simulation time and large memory consumption. The 80 

multiscale nature of 3D systems poses a critical requirement in terms of fast early-stage 81 

modeling and analysis at the system level. Therefore, performing system-level modeling 82 
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and achieving fast simulation requires novel multiscale modeling and simulation methods 83 

for both DC voltage drop and thermal analysis.  84 

3. The requirement of fast thermal simulation with varying design parameters 85 

Performing fast simulation for a 3D system with varying design parameters becomes 86 

challenging when a great number of meshing cells are present. The varying design 87 

parameters include power maps of dies, the thermal conductivity of a certain layer, and 88 

air convection coefficients on boundaries. To accelerate the thermal simulation with 89 

various power maps, model order reduction (MOR) techniques can be utilized. However, 90 

because of multiple scales in a 3D system, meshing the entire system can lead to a large 91 

number of cells and large thermal capacitance/conductance stiffness matrices. Therefore, 92 

for thermal modeling of a 3D system, creating reduced-order models (ROMs) using 93 

existing MOR techniques becomes challenging when the size of the system matrix is 94 

large and many MOR ports are present. Although iterative matrix-solving techniques can 95 

be used to compute projection matrices during the process of MOR, the time 96 

consumption increases dramatically because of iterative solving procedures. To 97 

circumvent this problem, a new thermal modeling methodology that can handle 3D 98 

systems with varying design parameters needs to be developed.   99 

4. Efficient modeling of microfluidic cooling 100 

As the microchannel-based fluidic-cooling technique (Figure 1) has become a 101 

promising way of mitigating the thermal problem of 3D systems, the thermal modeling of 102 

microfluidic cooling has become a requirement. The inclusion of a large number of 103 

microchannels and the fluid velocity complicates the thermal modeling process. Although 104 

the computational fluid dynamic (CFD)-based modeling approach can be used to model 105 
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one or two microchannels, it becomes computationally intensive when microchannel 106 

arrays are used for cooling 3D stacked ICs. Therefore, facilitating early-design stage 107 

thermal modeling requires compact thermal models for microchannels that can accurately 108 

represent the fluidic cooling behavior and effectively reduce the simulation time using 109 

fewer meshed cells/unknowns than that of the CFD approach. 110 

Addressing the aforementioned challenges for the electrical/thermal modeling and 111 

analysis of 3D systems requires the development of novel numerical modeling methods, 112 

which is the motivation of the research work elaborated in this dissertation.  113 

1.3 Contribution s 114 

This dissertation mainly focuses on developing efficient electrical and thermal numerical 115 

modeling and co-simulation methods for 3D integrated systems. The research work can 116 

be classified into two parts. The first part aims to investigate the interaction between 117 

electrical and thermal characteristics for PDNs (power delivery networks) in steady state 118 

and the thermal effect on characteristics of TSV arrays at high frequencies. The steady- 119 

state electrical-thermal interaction for PDNs is addressed by developing a DC voltage 120 

drop-thermal co-simulation method while the thermal effect on TSV characteristics is 121 

studied by proposing a thermal-electrical co-analysis approach for TSV arrays. The 122 

second part of the research focuses on developing fast numerical methods for (a) 123 

multiscale modeling for thermal and voltage drop analysis, (b) compact thermal modeling 124 

of microfluidic cooling, and (c) system-level thermal modeling with varying design 125 

parameters. As part of the research effort, several numerical methods have been 126 

developed. The contributions of the research are listed as follows:  127 
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1. The development of a steady-state voltage drop-thermal co-simulation method for 128 

PDNs. This co-simulation method ultimately takes into account the temperature effect 129 

on electrical resistivity and the Joule heating effect on temperature increases. As a 130 

result, accurate voltage drop analysis can be performed considering non-uniform 131 

temperature profiles in 3D systems. The developed co-simulation solver also allows 132 

identifying hotspots created by Joule heating.   133 

2. The development of a thermal-electrical analysis method for TSV arrays in 134 

interposers. The temperature-dependent material properties of silicon substrates and 135 

TSV conductors can be taken into account for the modeling of TSV arrays. As a 136 

result, the temperature effect on the insertion loss, crosstalk, and noise coupling of 137 

TSV arrays can be investigated.   138 

3. The development of a multiscale modeling approach for both thermal and voltage 139 

drop analysis. The proposed approach provides the capability of meshing 3D 140 

problems containing objects with multiple scales using the domain decomposition 141 

approach, which allows independent meshing of subdomains with non-matching grids 142 

at interfaces.  143 

4. The development of a compact thermal model for microchannel-based fluidic cooling. 144 

The compact thermal model can represent a microchannel using much fewer 145 

unknowns/cells than the CFD approach. As a result, the compact thermal model can 146 

enable efficient thermal modeling of 3D systems with a large number of micro- 147 

channels.   148 

5. The development of a system-level thermal modeling method using domain 149 

decomposition and model order reduction. The proposed method can be applied to 150 

both steady-state and transient thermal modeling with varying design parameters.   151 
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1.4 Organization of the Dissertation 152 

This dissertation consists of eight chapters. In Chapter 1, the background and motivation, 153 

contributions, and the organization of this dissertation are introduced. The major 154 

challenges for modeling and analysis of 3D systems are discussed. In Chapter 2, the 155 

research problems to be addressed and prior art that have been developed in the open 156 

literature are investigated. In Chapter 3, the steady-state voltage drop-thermal co- 157 

simulation approach for PDNs is presented. In addition, the thermal-electrical analysis for 158 

TSV arrays is discussed, and the temperature effect on TSV characteristics is investigated. 159 

The multiscale modeling technique for voltage drop and thermal analysis using the non- 160 

conformal domain decomposition is introduced in Chapter 4. In Chapter 5, the derivation 161 

of a compact thermal model for microfluidic cooling is discussed. The transient thermal 162 

analysis using the proposed compact thermal model for microfluidic cooling and domain 163 

decomposition is presented. In Chapter 6, a system-level thermal modeling approach 164 

using domain decomposition and model order reduction is elaborated. In Chapter 7, the 165 

domain decomposition technique for thermal analysis is extended to electromagnetic (EM) 166 

modeling, which is the future work. A 2D finite-difference non-conformal domain 167 

decomposition method for solving 2D electromagnetic problems is presented. Finally, the 168 

summary and conclusion of the research work in this dissertation are shown in Chapter 8.  169 

 170 

 171 

 172 

 173 

 174 

 175 
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CHAPTER 2 176 

ORIGIN AND HISTORY OF THE PROBLEM  177 

2.1 Design and Modeling of 3D Integrated Systems 178 

The computer-aided design (CAD) of 3D integrated systems requires modeling and 179 

simulation tools that can verify the steady-state and transient performances of 180 

components before mass production. The electrical and thermal performances considered 181 

in the scope of the research include DC voltage drop, temperature distribution, signal 182 

crosstalk and noise coupling between TSVs, and electromagnetic behaviors of plane 183 

structures in a power delivery network. For a 3D system with microfluidic cooling, the 184 

performance of microchannels also needs to be validated. To reduce the design cycle of 185 

todayôs electronic products, the development of efficient numerical modeling and 186 

simulation methods becomes more and more important.   187 

The advancement of 3D integration technology brings in new contents for modeling 188 

and simulation. First, as TSVs become key components for chip stacking in 3D 189 

integration, capturing the TSV characteristics (e.g., insertion loss and crosstalk) 190 

necessitates the development of electrical models for TSV arrays for circuit designers. 191 

Second, the vertical integration of IC dies resulting in high power densities in 3D systems 192 

makes the temperature an important factor to be considered in real designs. The 193 

temperature effects on electrical performances such as voltage drop and the 194 

characteristics of TSV arrays need to be investigated through co-simulation or co- 195 

analysis approaches. Third, emerging thermal management approaches using 196 

microchannel arrays make the thermal modeling of microfluidic cooling very important. 197 

As a contrast to the computational fluid dynamic modeling approach, efficient thermal 198 
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simulation of a large microchannel array requires developing a compact thermal model 199 

for microchannels.  200 

On the other hand, the advancement of 3D integration technology also brings in new 201 

challenges for modeling and simulation. The first challenge stems from the requirements 202 

of performing the thermal, voltage drop, and electromagnetic modeling of multiscale 203 

structures arising in 3D systems. The second challenge comes from the requirement of 204 

performing fast thermal modeling with varying design parameters. As a 3D system 205 

integrates multiple functional blocks with many tunable design parameters, optimizing a 206 

design requires repeating the modeling and simulation process with various design 207 

parameters. As usual, numerical modeling and simulation involves solving a matrix 208 

equation with a given excitation. As a result, the increase in problem size and modeling 209 

complexity can complicate the matrix solving process. The specific challenges are 210 

depicted in Figure 3 and elaborated from a numerical modeling standpoint.  211 

Numerical electrical/thermal modeling of 3D structures becomes challenging 212 

particularly when the problem scale is large and many unknowns are present. A practical 213 

3D problem usually contains inhomogeneous material stack-ups and both small-sized and 214 

large-sized objects such as TSVs, micro-bumps, small apertures and voids, and large 215 

planes in PCBs. Using the finite difference method (FDM) or finite element method 216 

(FEM), non-uniform meshing grids can be used to reduce the number of meshing 217 

cells/unknowns. However, when a problem contains many objects with multiple scales, 218 

the large scale difference can still result in a large-scale stiffness matrix (Figure 3) 219 

because of extremely dense meshing grids in certain regions using non-uniform meshing. 220 

Efficiently modeling multiscale structures requires numerical modeling techniques such 221 
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as domain decomposition methods for voltage drop modeling, thermal simulation, and 222 

electromagnetic modeling.  223 

 224 

 225 
 226 

Figure 3. Numerical modeling challenges arising from 3D integration.  227 
 228 

In addition to the multiscale nature of 3D problems, difficulties arise in numerical 229 

thermal modeling when fast simulation is required with various excitations and many 230 

tunable design parameters (Figure 3). As an example, steady-state thermal modeling 231 

requires re-solving a matrix equation when the thermal excitation is changed while 232 

transient thermal modeling requires repetitively solving a matrix equation at each time 233 

step with a dynamic thermal profile. Accelerating the modeling process requires building 234 

small-sized reduced-order models that can accurately represent the original large- 235 

dimension models using model order reduction techniques. Furthermore, building 236 
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reduced-order models for problems containing tunable design parameters requires 237 

parameterized model order reduction techniques. Reduced-order modeling using MOR 238 

has shown promise when modeling small-sized problems or components such as a 239 

MEMS device or a chip. However, as 3D integrated systems consist of many functional 240 

blocks (e.g., dies, an interposer, a package, and a PCB), directly creating a reduced-order 241 

model using model order reduction becomes challenging because (a) 3D systems usually 242 

require a large-scale stiffness matrix and (b) the computational cost of MOR increases 243 

dramatically with the size of the stiffness matrix, the number of excitations (e.g., MOR 244 

ports), and the number of tunable design parameters.  245 

In the next section, the prior methods for thermal modeling, reduced-order modeling, 246 

DC voltage drop simulation, microfluidic cooling modeling, and modeling using domain 247 

decomposition are investigated. As investigating the electrical-thermal interaction and 248 

coupling for PDNs in steady state and for TSV arrays at high frequencies composes part 249 

of the research, the methods for electrical-thermal modeling and the electrical modeling 250 

for TSV arrays are also introduced.  251 

2.2 Methods for Modeling and Simulation of Integrated Systems 252 

2.2.1 Methods for Thermal Modeling of Solid Media 253 

In the past decade, a considerable number of approaches have been devoted to both 254 

the steady-state and transient thermal modeling of IC chips and packages [8, 9, 10, 11, 12, 255 

13, 14, 15, 16, 17, 18, 19, 20]. These thermal modeling methods can be classified into 256 

two categories: (1) differential equation-based methods and (2) integral equation-based 257 

methods. The differential equation-based method starts by formulating thermal problems 258 

based on differential governing equations and then constructs numerical schemes based 259 
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on discretizing entire structures using volumetric mesh grids or cells. Using the 260 

constructed numerical schemes, the stiffness matrix can be created, and the original 261 

problem is converted to a system matrix equation. Because of the localized finite-element 262 

basis functions or finite-difference approximations used to derive the scheme, the 263 

coupling between nodes exists for only nearby cells or grids. As a result, the system 264 

stiffness matrix is large and sparse.  265 

The differential equation-based thermal modeling methods include the finite 266 

difference method and the finite element method. For a finite difference-based solver, a 267 

straightforward finite-difference approximation is used to approximate the first- and 268 

second-order derivatives of the heat equation. For a finite element-based solver, linear- or 269 

high-order basis functions with unknown coefficients are used to approximate the 270 

solution. For thermal modeling with conventional heat-sink cooling, the methods in [8, 9, 271 

10] are based on the FEM (finite element method), and the approaches in [11, 12, 13] are 272 

based on the FDM (finite difference method). For thermal simulation with a large number 273 

of unknowns, iterative solving techniques such as the preconditioned conjugate gradient 274 

(PCG) method are required. To alleviate the effect of the increasing problem size on 275 

simulation time, thermal modeling using the 3D geometrical multigrid approach has been 276 

proposed for the thermal simulation of IC chips in [14, 15]. For transient thermal 277 

modeling of IC chips, implicit methods such as the backward Euler method and the 278 

CrankïNicolson (CN) method [16] can be adopted. Because of the implicit formulation, 279 

an implicit method requires solving a system matrix equation at each time step. To reduce 280 

the computational cost using the implicit scheme, a 3D transient thermal solver based on 281 

the alternating direction implicit (ADI) method has been introduced in [17]. Instead of 282 
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solving the original stiffness matrix that has a large bandwidth, the ADI method 283 

alternately solves three system matrix equations with tri-diagonal stiffness matrices in the 284 

x, y, and z directions. Therefore, simulation efficiency greatly improves.    285 

An integral equation-based method formulates the problem using an integral 286 

governing equation. The method only discretizes structure surfaces, boundaries, and 287 

excitation layers. Therefore, avoiding the volumetric meshing of the entire structure leads 288 

to a reduced number of meshing cells and unknowns. However, because of global 289 

coupling between cells, the resulting system stiffness matrix is small but dense. The 290 

integral equation-based methods include the boundary element method (BEM) [18, 19, 291 

20]. The boundary element-based approach employs a Greenôs function to estimate the 292 

thermal profile. Because of the Greenôs function, the accuracy can be limited when 293 

applied to 3D inhomogeneous problems that contain a complex material stack-up for ICs, 294 

packages, and PCBs.  295 

2.2.2 Methods for Thermal Modeling of Microfluidic Cooling  296 

For the modeling of microfluidic cooling, computational fluid dynamic simulation 297 

[21], which is based on solving the NavierïStokes equations, can be applied. However, 298 

because of the computationally intensive nature of CFD simulation approaches, 299 

simplified compact thermal models that can capture the fluidic cooling behavior using 300 

fewer unknowns are preferred. To capture the microfluidic cooling effect, several 301 

approaches have been proposed in [5, 6, 22, 23, 24, 25, 26] for steady-state thermal 302 

analysis. A one-dimensional (1D) thermal resistance network with constant heat transfer 303 

coefficients from all four surfaces of the microchannel has been proposed in [22] to 304 

model the microchannel. A similar thermal resistance network-based microchannel model 305 

http://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
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has been proposed in [23]. The model is combined with a 3D resistance network model 306 

for a solid medium to predict the temperature of multi-layered mini-channel heat sinks. In 307 

[24], for modeling the convection of boiling water in stacked ICs, an equivalent thermal 308 

resistance model has been proposed based on a one-dimensional conservation equation. A 309 

thermal-wake function-based model has been proposed in [25] to model microchannel- 310 

based fluidic cooling. The thermal-wake function can be extracted using CFD simulations 311 

or analytical formulae. The thermal-wake aware microchannel model can be combined 312 

with the conventional thermal resistance network for heat conduction to predict the 313 

temperature of 3D stacked ICs.   314 

For transient thermal analysis, a compact transient thermal modeling approach based 315 

on the FDM has been proposed for stacked ICs with inter-tier liquid cooling in [27]. 316 

Instead of using four nodes to represent one microchannel cell as in [25], the proposed 317 

model uses only one node per-cell. The modeling method in [27] has demonstrated 318 

having higher efficiency than that of the full CFD model.   319 

2.2.3 Methods for DC Voltage Drop Simulation  320 

Because of the finite electrical conductivity of metal conductors, a voltage drop 321 

occurs when current flows through a PDN in an integrated system. For a PDN with a 322 

regular shape, the voltage drop can be calculated using analytical equations and the 323 

method of equivalent resistance. However, in a package or a PCB, a PDN usually 324 

contains irregular shapes such as apertures, via arrays, and holes. Estimating the voltage 325 

drop in a PDN with complex structures requires numerical simulation. Voltage drop 326 

analysis based on an equivalent-circuit approach has been proposed in [28]. A finite 327 

volume-based 2D voltage-drop analysis method has been developed for the package-level 328 
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voltage-drop analysis in [29]. By meshing PDN conductors and formulating the problem 329 

using the finite-volume scheme, the current density and voltage drop can be computed for 330 

a 2D irregular power plane structure.   331 

2.2.4 Methods for Electrical-Thermal Co-simulation 332 

In the past, the interaction between electrical and thermal characteristics has been 333 

studied. A transistor thermal model that accounts for the self-heating (Joule heating) 334 

effect was proposed in [30]. Later on, methods for combined electrical-thermal 335 

simulation were proposed for the circuit-level simulations in [31, 32, 33]. Among these 336 

methods, an electrothermal simulator that utilizes the coupling between the SPICE circuit 337 

simulator and a finite-element thermal solver was proposed in [31] and a similar 338 

electrothermal simulation method was discussed in [32].  An electrothermal CAD method 339 

was proposed for power devices and circuit analysis in [33]. Unlike the thermal modeling 340 

methods in [31, 32], which were based on the finite element method, an analytical 341 

thermal model based on a spectral domain decomposition technique has been derived for 342 

3D complex geometries in [33]. For the modeling of passive devices, electrothermal 343 

modeling approaches have been proposed for planar transformers in [34], GaAs-based 344 

interconnects in [35], and integrated thin-film resistors in [36].  345 

2.2.5 Modeling using Domain Decomposition  346 

Domain decomposition, a divide-and-conquer approach, allows the dividing of a 347 

large complex problem into many sub-domains that are smaller and easier to handle. For 348 

non-overlapping domain decomposition with geometrical conformal meshing grids at 349 

interfaces, the coupling between domains can be captured using the relationship between 350 

interface nodes and interior nodes [37]. However, because of the conformal mesh used, 351 



 17 

the total number of meshing cells cannot be effectively reduced. Therefore, finite-element 352 

non-conformal domain decomposition methods such as the Mortar FEM [41] that uses 353 

geometrical non-matching meshing grids at domain interfaces have been proposed. The 354 

finite-element non-conformal domain decomposition has been applied to eddy-current 355 

calculations in [38] and electromagnetic simulations in [39, 40]. 356 

Finite-difference time-domain (FDTD) methods [42, 43] and finite-difference 357 

frequency-domain (FDFD) approaches [44, 45, 46, 47] have been proposed for solving a 358 

variety of electromagnetic problems. To enhance simulation efficiency, domain 359 

decomposition finite-difference methods have been proposed for solving electromagnetic 360 

scattering using parallel computing in the time domain [43] and using overlapping grids 361 

and virtual boundaries in the frequency domain [48]. However, the methods in [43, 48] 362 

are based on conformal meshing grids. Since the finite-difference formulation requires 363 

conformal grids at interfaces to approximate derivatives in space, modeling using non- 364 

conformal domain decomposition based on finite-difference formulations can become 365 

challenging for electromagnetic simulations. A finite-difference domain decomposition 366 

approach using characteristic basis functions has been proposed for electrostatic problems 367 

[49].  368 

2.2.6 Methods for Reduced-Order Modeling 369 

For the computer-aided design of IC chips, model order reduction techniques, which 370 

can create low-dimensional reduced-order models that can reduce simulation time, have 371 

been developed. In the past few decades, a considerable number of MOR methods have 372 

been devoted to building ROMs for interconnect systems and thermal modeling. Among 373 

the MOR approaches for interconnects, asymptotic waveform expansion (AWE) [50], 374 
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Padé approximation via the Lanczos process [51], a passive reduced-order interconnect 375 

macromodeling algorithm (PRIMA) [52], and efficient nodal order reduction (ENOR) 376 

[53] have been proposed. To accommodate the variability arising from interconnect 377 

design, several parameterized MOR techniques have been proposed based on matrix 378 

perturbation expansion theory [54], multi-parameter moment matching [55, 56], and a 379 

two-directional Arnoldi process [57]. For thermal modeling using MOR, since thermal 380 

models consist of only thermal resistance and capacitance, MOR approaches such as the 381 

block Arnoldi algorithm [58] and PRIMA can also be applied [59, 60, 61]. To handle the 382 

variability in thermal modeling, parameterized MOR methods [62, 63] have been 383 

proposed based on projection techniques [64] and the multi-series expansion, 384 

respectively.   385 

2.2.7 Methods for Electrical Modeling of TSV Arrays 386 

As TSVs provide signal and power supply paths for 3D stacked chips, the electrical 387 

modeling and characterization of TSV pairs and TSV arrays becomes important. Several 388 

approaches have been devoted to the modeling and characterization of TSV parameters 389 

based on measurements [65], closed form formulae [66, 67], and the partial element 390 

equivalent circuit method [68]. For the modeling of TSV arrays, the numerical TSV 391 

modeling method using cylindrical modal basis functions (CMBFs) has been proposed in 392 

[69]. Using a small number of basis functions, the method in [69] can efficiently model 393 

large TSV arrays, and the modeling results have been correlated with full-wave solvers 394 

and measurements. The modeling method using CMBFs has been used for the coupling 395 

analysis of large TSV arrays in both frequency and time domains in [70]. For thermal 396 

effects on TSVs, the temperature effect on TSV pair capacitance and conductance has 397 
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been studied in [71]. The temperature-dependent modeling of a single TSV capacitance 398 

has been proposed and verified with measurements in [72]. However, the thermal effect 399 

on characteristics of TSV arrays has not been addressed so far.   400 

2.3 Technical Focus of This Dissertation 401 

The investigation of the aforementioned prior art provides the understanding of the 402 

advantages and limitations of existing modeling and simulation techniques. With the 403 

evolution of 3D integration technology, novel modeling and simulation methods must be 404 

developed to facilitate 3D design. The technical focus of this dissertation is listed as 405 

follows: 406 

¶ The investigation of electrical-thermal interactions through the development of a 407 

voltage drop-thermal co-simulation approach for PDNs and the thermal-electrical co- 408 

analysis for TSV arrays.  409 

¶ The development of a multiscale thermal and voltage drop modeling approach to 410 

handle 3D problems containing multiple scales.  411 

¶ The development of a compact thermal model for microfluidic cooling to facilitate 412 

the thermal simulation of 3D systems with a large number of microchannels.  413 

¶ The development of a system-level thermal modeling approach that can achieve fast 414 

steady-state and transient thermal modeling with many tunable design parameters and 415 

hundreds of MOR ports. 416 

¶ The development of a finite-difference non-conformal domain decomposition method 417 

for 2D electromagnetic modeling.  418 

 419 
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CHAPTER 3 420 

ELECTRICAL -THERMAL CO -SIMULATION FOR POWER 421 

DELIVERY NETWORKS AND TSV ARRAYS  422 

3.1 Introduction  423 

In the past decade, the power supply voltage of IC chips has been continually scaled 424 

down to reduce power consumption. Maintaining the functionality of high-speed low- 425 

voltage IC circuitry requires ensuring the power integrity and signal integrity of the 426 

system. One basic requirement of power integrity is to deliver steady-state power supply 427 

voltages and currents to IC chips with less voltage drop via a power delivery network. A 428 

power delivery network consists of passive metal conductors:  power and ground metal 429 

planes, vias, apertures, power and ground bumps, power and ground TSV interconnects, 430 

and on-chip power grids, as shown in Figure 4. Because of the finite electrical 431 

conductivities of metal conductors, a PDN can be represented using a resistance network. 432 

Voltage drops occur when electrical currents flow through a PDN. Because of the 433 

temperature-dependent electrical resistivity of metal conductors as shown in Figure 2a, 434 

the thermal profile of an electronic system can affect the voltage drop in a PDN. On the 435 

other hand, when currents flow in a PDN, the Ohmic loss is converted to Joule heat, 436 

which can increase the system temperature. As a result, the electrical characteristics of a 437 

PDN interact with the thermal gradient. Capturing the temperature effect on voltage drop 438 

and Joule heating effect on temperature necessitates a voltage drop-thermal co-simulation 439 

approach.  440 

In addition to maintaining power integrity, ensuring signal integrity requires 441 

transmitting clean high-speed signals with less insertion loss, crosstalk, coupled noise, 442 
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power and ground bounce, and jitters via signal communication paths [7]. In a 3D system, 443 

signal communication paths include on-chip interconnects, package- and PCB-level vias 444 

and interconnects, bumps, and TSV arrays. Among a TSV array in a silicon interposer 445 

(Figure 4), the pitch between TSVs is usually in the range of 10 - 60 microns, which can 446 

result in tight coupling among neighboring TSVs. Most importantly, as the silicon 447 

substrate has a temperature-dependent conductivity (Figure 2b), the temperature can 448 

affect the insertion loss and crosstalk of TSV arrays. The measurements reported in [87] 449 

have shown the effect of temperature variation on the noise coupling of a TSV pair. 450 

However, modeling high-density TSV arrays with temperature effects has not been 451 

carried out so far. To take the thermal effect into account for TSV arrays, a thermal- 452 

electrical analysis method is required.  453 

 454 

 455 
 456 

Figure 4. A power delivery network and TSV arrays in a 3D electronic system. 457 
 458 

 459 

In this chapter, the electrical-thermal modeling is carried out for power delivery 460 

networks in steady state and for TSV arrays at high frequencies. To capture the 461 

temperature effect on voltage drop in PDNs, a steady-state voltage drop-thermal co- 462 

simulation method is presented. This co-simulation approach allows the voltage drop 463 
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analysis to take into account the non-uniform temperature distribution in a system, 464 

accounting for the temperature effect on electrical resistivities. This approach also 465 

provides the capability of performing thermal modeling with Joule heating effects. In 466 

addition, to study the thermal effect on TSV characteristics, the thermal-electrical 467 

analysis of TSV arrays is carried out. The temperature effect on insertion loss, crosstalk, 468 

and coupled noise are discussed.   469 

3.2 DC Voltage Drop-Thermal Co-simulation for PDNs 470 

3.2.1 Co-simulation Flow 471 

In steady state, the governing equation for voltage distribution can be expressed as 472 
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where ),,,( Tzyxr and ),,( zyxf represent the temperature-dependent electrical resistivity 474 

and voltage distribution, respectively. For the steady-state thermal analysis, the governing 475 

heat equations for solid media and fluid flow can be expressed as follows: 476 

 [ ] ),,(),,(),,( zyxPzyxTzyxk -=ÐÖÐ                                    (2a) 477 

)),,((),,(),,( zyxTkzyxTzyxvc fp ÐÖÐ=ÐÖ
G

s             (2b) 478 

where ),,( zyxk and ),,( zyxT represent the thermal conductivity of the solid medium and 479 

temperature distribution, respectively; s, pc , and ),,( zyxv
G

 represent the density, heat 480 

capacity, and velocity distribution of the fluid, respectively; fk is the thermal 481 

conductivity of the fluid [73, 74].  In Equation (2a), ),,( zyxP  is the total heat excitation 482 

including the heat source from the chip and the Joule heating converted from the Ohmic 483 

loss in a PDN. The Joule heating can be expressed as 484 
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where J
G

is the current density and ( )zyxE ,,
G

 is the electric field distribution in a PDN. It 486 

should be noted that the chip power map (heat source) considered in the simulation is 487 

fixed. A temperature-dependent chip power map (e.g., leakage power of chips) can also 488 

be used in the formulation presented, which has not been included in the simulation. 489 

The temperature-dependent electrical resistivity can be expressed as 490 
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where 
0
r is the electrical resistivity at 0T , which is 20 C̄ , and a is the temperature 492 

coefficient of electrical resistance. As shown in Figure 2a, with increasing temperature, 493 

the electrical resistivities of conductors increase and can eventually affect the voltage 494 

drop in a PDN. Because of the temperature-dependent electrical resistivity ),,,( Tzyxr  495 

and Joule heating generated in a PDN, the electrical and thermal characteristics couple to 496 

each other and form a nonlinear system, as shown in Figure 5. 497 

 498 

Figure 5. Relationship between electrical and thermal fields. 499 

Obtaining an accurate voltage distribution in a PDN with temperature and Joule 500 

heating effects requires simultaneously solving the electrical-thermal equations (1-4). To 501 

account for the temperature and Joule heating effects, an iterative voltage drop-thermal 502 

co-simulation method has been developed, as shown in Figure 6.  503 
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 504 

 505 
 506 

Figure 6. An iterative voltage drop-thermal co-simulation flow. 507 
 508 

The iterative simulation technique consists of the following procedures:  509 

1. Setting input information on layout parameters, initial material properties, excitations, 510 

and boundary conditions for the steady-state voltage drop and thermal analysis.  511 

2. The steady-state voltage distribution simulation is carried out to obtain voltage and 512 

current distributions in a PDN. 513 

3. Heat sources (Joule heat) are calculated from the obtained voltage and current 514 

distributions. 515 

4. By updating the Joule heat excitation, the steady-state thermal simulation is carried 516 

out to obtain the temperature distribution of the system. 517 

5. Based on the temperature distribution obtained, the electrical resistivities of 518 

conductors in a PDN are updated; thereby, the thermal effect on voltage drop is 519 

included.  520 
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6. The convergence of temperature and voltage distributions is determined. The final 521 

thermal and voltage distributions are obtained if convergence is reached; else, the 522 

iterations are continued.  523 

For establishing an iterative co-simulation procedure, the voltage-distribution 524 

equation (1) with temperature-dependent resistivities and the thermal equations (2a) and 525 

(2b) with Joule heating effect need to be solved. In general, the Joule heating generated 526 

by the PDN in an electronic system can cause limited temperature increases and 527 

convergence can be achieved. However, for designs without careful considerations, the 528 

Joule heating can cause sharp temperature increases that lead to non-convergence, which 529 

can also be captured using the iterative electrical-thermal co-simulation method. To 530 

efficiently update the distributions of temperature, Joule heat, and voltage drop, the same 531 

mesh grids need to be used for both the voltage drop and thermal simulations. As a 3D 532 

system contains large-sized planes and small-sized structures such as TSVs, C4s, and 533 

apertures, 3D nonuniform mesh grids are required to reduce the number of unknowns, to 534 

reduce the simulation time, and also to accurately capture all geometries. In the next 535 

section, the numerical schemes based on the finite volume method are introduced using 536 

nonuniform rectangular grids.    537 

3.2.2 Finite-Volume Schemes 538 

The formulations for solving the DC voltage drop and heat equations are discussed in this 539 

section. Although 3D nonuniform rectangular grids are used in the simulation, the finite- 540 

volume formulation is explained on 2D nonuniform grids for simplicity. 541 

 542 



 26 

3.2.2.1 Voltage Distribution Equation 543 

 544 

The formulation for solving the voltage-distribution equation (1) is performed using the 545 

temperature-dependent resistivity. The 2D rectangular mesh for computing the voltage 546 

distribution is shown in Figure 7. In Figure 7, ji ,f represents the voltage at grid point 547 

),( ji , which is surrounded by four nodes. 1xD , 2xD , 1yD , and 2yD are the nodal distances 548 

between node ),( ji  and its adjacent nodes in x and y directions, respectively. It is 549 

assumed that the four surrounding cells of node ),( ji  have different temperatures 1T , 2T , 550 

3T , and 4T , which can be obtained from the thermal simulation.  551 

 552 

Figure 7. A 2D rectangular mesh for computing voltage distribution. 553 
 554 

To apply the finite volume method, node ),( ji  is surrounded by a finite-volume cell 555 

(dashed line) in Figure 7. The intersection points between the dashed cell and other four 556 

cells are the center points of each cell. By integrating Equation (1) over the dashed cell 557 

and applying the divergence theorem, we obtain   558 
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where nĔis the outward pointing unit normal vector at the boundary of the dashed cell. 560 
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Initially, the temperature distribution is assumed uniform; thus, the electrical resistivity 561 

),,,( Tzyxr is a constant. By applying the finite-difference approximation to the first- 562 

order derivative of f in Equation (5), the finite-volume scheme at node ),( ji can be 563 

obtained as  564 
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where 2/)( 21 xxw DD +=  and 2/)( 21 yyd DD += . Note that the finite-volume scheme of 566 

Equation (6) is analogous to the Kirchhoffôs current law. 567 

To include the temperature effect on voltage distribution, the temperature 568 

distribution 1T , 2T , 3T , and 4T  in the surrounding cells are considered. Finally, the 569 

finite-volume scheme with the temperature-dependent resistivity is generalized as      570 
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 573 

3.2.2.2 Heat Equation for Solid Media 574 

In thermal simulation, the thermal conductivity k  is considered as a constant. For heat 575 

transfer in a solid medium, only heat conduction needs to be considered. As the heat 576 

equation (2a) has the same form as Equation (1), the same finite-volume formulation can 577 

be applied. The scheme for heat conduction can be obtained as [16]  578 
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where ññ-=

celldashed

total dSzyxPP ),,(  is the total heat excitation in the dashed cell.  580 

To obtain an accurate temperature distribution of a realistic system, the convection 581 

boundary condition 582 

)( ac

convection

TTh
n

T
k --=
µ

µ
                                       (9) 583 

needs to be taken into account. In Equation (9), aT and ch  represent the ambient 584 

temperature and convection coefficient, respectively. The finite-volume formulation 585 

procedure can also be applied at the convection boundary with nonuniform mesh grids, as 586 

shown in Figure 8. In Figure 8, node ),( ji  at the convection boundary is surrounded by a 587 

finite-volume cell (dashed line). By integrating Equation (2a) over the dashed cell and 588 

applying the divergence theorem, we obtain   589 

ñññ -=ÖÐ

celldashedlinedashed

dSzyxPdlnzyxTzyxk ),,(Ĕ),,(),,(                           (10) 590 

 591 
Figure 8. A convection boundary with nonuniform mesh grids.  592 

 593 

Then, by applying the finite-difference approximation to the first-order derivative of 594 

),,( zyxT in Equation (10) and incorporating Equation (9), the finite-volume scheme for 595 

heat equation with a convection boundary condition at node ),( ji can be expressed as  596 
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where 2/)( 21 yyd DD += .  598 

3.2.2.3 Heat Equation for Fluid Flow 599 

For a fluid-cooled integrated system, the modeling of fluidic cooling is required. For 600 

fluidic cooling using built-in microchannels (Figure 1), as the cross-sectional dimension 601 

of a microchannel is much smaller than its length, the flow velocity along the 602 

longitudinal direction is much larger than that in the lateral direction. Therefore, it can be 603 

assumed that the fluid only flows in the longitudinal direction and the flow velocity is 604 

constant. The 2D nonuniform mesh of a microchannel inside a chip is shown in Figure 9. 605 

The average flow velocity óvô along the y direction has been used for simulating the fluid 606 

flow in microchannels. As a result, Equation (2b) can be converted as 607 

   )),,((
),,(

f zyxTk
y

zyxT
vcp ÐÖÐ=

µ

µ
s                                       (12) 608 

 609 

Figure 9. Nonuniform mesh grids for simulating a microchannel in a chip. 610 
 611 
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By integrating Equation (12) over the dashed cell in Figure 9 and applying the 612 

divergence theorem, Equation (12) becomes 613 

ññ ÖÐ=Ö

+ linedashed

f

SS

p dlnTkdlnyvTc ĔĔĔ

21

s                                        (13) 614 

where S1 and S2 are the upper and bottom boundaries of the dashed cell, as shown in 615 

Figure 9. For the right-hand side of Equation (13), the same formulation for a solid 616 

medium can be used. For the left-hand side, since the central finite-difference scheme can 617 

generate instability in certain cases [16], the backward difference approximation is used. 618 

The finite-volume scheme for fluid flow can be derived as 619 
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where 2/)( 21 xxw D+D=  and 2/)( 21 yyd D+D= .  621 

As the average flow velocity along the longitudinal direction is used in the model, 622 

the heat transfer coefficient hneeds to be applied at the boundaries of microchannels to 623 

model the heat transfer between the solid medium and the fluid flow. The effect of this 624 

boundary condition is important since eliminating it can cause incorrect chip 625 

temperatures [75]. For water flow in microchannels, the Reynolds number is usually less 626 

than 2300; thus, the flow is laminar [77]. For a fully developed laminar flow inside 627 

rectangular microchannels with constant heat flux, the Nusselt number can be expressed 628 

as [77] 629 
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where a is the aspect ratio of a rectangular microchannel.  631 
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The average heat transfer coefficient hcan be obtained analytically from the Nusselt 632 

number and expressed as 633 

hDkNuh /Ö=                                                             (16) 634 

where hD is the hydraulic diameter of a microchannel [76]. The same formulation for air 635 

convection boundaries in the last subsection can be used to model the water convection 636 

boundary between the solid medium and water flow.  637 

Based on the aforementioned finite-volume schemes for the voltage-distribution 638 

equation, heat equation for solid media, and heat equation for fluid flow, a steady-state 639 

voltage drop-thermal co-simulation solver ñPowerETò has been developed. This solver 640 

has been used to simulate voltage distribution and thermal distribution with Joule heating, 641 

air convection, and fluidic cooling effects. Several numerical test cases are discussed in 642 

the following section.  643 

3.2.3 Numerical Test Cases  644 

3.2.3.1 Model-Verification Examples 645 

To verify the correctness and accuracy of the models for heat conduction, air convection, 646 

and Joule heating, a PCB example has been simulated. In addition, two examples of 647 

microfluidic cooling have been simulated to validate the finite-volume thermal model for 648 

microfluidic cooling.  649 

A. A PCB example with Joule heating effect 650 

A two-layer PCB with the size of 10 cm ³5 cm is shown in Figure 10. A 2.5 V voltage 651 

source is placed at one end of the top power plane. Uniform current flows from the 652 

voltage source to the current sink, which is placed at the other end of the board. The 653 
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thicknesses of copper plane and dielectric layer are 36 mm and 350 mm , respectively. Air 654 

convection is applied to both the top and bottom surfaces of the board. In this example, 655 

the thermal conductivity of the dielectric layer is 0.8 )/(mKW .  656 

 657 

Figure 10. A PCB with rectangular planes.  658 
 659 

Because of the rectangular shape of the power plane, the voltage drop across the 660 

plane can be calculated using the analytical equation  661 

S

L
IIRV
r

==D                                                   (17) 662 

where L is the length and S is the cross-sectional area of the power plane. Because of 663 

Joule heating VIP DÖ=  generated from the Ohmic loss, the temperature of the PCB can 664 

increase. The PCB temperature can be obtained by  665 

totalRPTT Ö+= a                                                      (18) 666 

where aT is the ambient temperature of 25 C̄  and
total

R is the total thermal resistance 667 

because of heat conduction and air convection.  668 

Without the Joule heating effect, the analytical Equations (17) and (18) can be used 669 

to directly calculate the voltage drop and temperature for the power plane. With the Joule 670 

heating effect, the iterative classic Newtonôs method [78] has been used to obtain the 671 

voltage drop and temperature. This example has been simulated with and without the 672 
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Joule heating effect using the PowerET solver. The comparisons of simulated results and 673 

the results from the classic Newtonôs method and analytical equations are shown in 674 

Figure 11.  675 

As shown in Figure 11, without the Joule heating effect, the temperature of the 676 

power plane is kept at the constant room temperature of 25C̄  (Figure 11b). Therefore, 677 

the voltage drop increases linearly with increasing current, as shown in Figure 11a. 678 

However, with the effect of Joule heating under the condition of air convection with a 679 

heat transfer coefficient of 5 )/( 2KmW , we observe that the temperature increases 680 

nonlinearly with increasing current (Figure 11b). As a result, the voltage drop also 681 

increases nonlinearly with increasing current (Figure 11a). In addition, Figure 11 shows 682 

that the simulated results match well with the results from the analytical Equations (17- 683 

18) and classical Newtonôs method, indicating the accuracy of the proposed method.   684 
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 685 
(a)                                                              (b) 686 

Figure 11. (a) Voltage drop and (b) temperature of the power plane with and 687 

without Joule heating effect. 688 
 689 

B. An example of microfluidic  cooling 690 

To test the accuracy of the model for microfluidic cooling, an example of a single 691 

microchannel is simulated first. The microchannel and its cross-sectional view are shown 692 
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in Figure 12. The length of the microchannel is 20 mm, and the cross-sectional dimension 693 

is 0.12 mm³0.24 mm. The thermal conductivity of the bulk silicon is 150 )(/ KmW Ö  as 694 

in [75]. The thickness of the cover is 0.05 mm, and its thermal conductivity is set to be 695 

0.2 )(/ KmW Ö . The heat flux density of 400000 ̌mW / is applied at the bottom of the 696 

silicon substrate. The temperature of the input water is set to be 20C̄ . To test the 697 

convergence of the simulation, the cross-section of the microchannel is meshed with 2 ³ 698 

2, 4 ³ 4, 8 ³ 8, 16 ³ 16, and 32 ³ 32 cells (mesh level-1 to mesh level-5), respectively.  699 

With a flow rate of 14.4 mg/s (0.864 ml/min), the simulated average outlet 700 

temperature of the microchannel and average base temperature of the substrate with 701 

different cross-sectional mesh refinements are shown in Figure 13. It shows that both the 702 

microchannel outlet temperature and base temperature converge with cross-sectional 703 

mesh refinement. As shown in Figure 13, using 4 ³ 4 meshed cells (mesh level-2) for the 704 

cross-section of the microchannel, the average microchannel outlet temperature and base 705 

temperature are 46.070 C̄ and 41.93 C̄ , respectively. Compared to the final converged 706 

outlet temperature and base temperature of 46.074 C̄ and 42.17 C̄ , the errors for the 707 

average microchannel outlet temperature and base temperature are both less than 1%. 708 

Therefore, using 4 ³ 4 meshed cells to represent the microchannel cross-section is 709 

adequate to obtain accurate results for this example. Using 4 ³ 4 meshed cells for the 710 

microchannel cross-section, this example is also simulated with different flow rates 711 

ranging from 5.76 mg/s (0.3456 ml/min) to 28.8 mg/s (1.728 ml/min). The simulated 712 

average base temperatures of the bulk silicon, the CFD simulation results using 713 

COMPACT
TM

, and the analytical results reported in [75] are shown in Figure 14. From 714 

Figure 14, we observe that the simulated results from the PowerET solver agree well with 715 
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the CFD simulation results using COMPACT
TM

 and the analytical results in [75]. 716 

Compared to the simulated temperatures using COMPACT
TM

, the maximum error is less 717 

than 6%, showing the accuracy of the presented method.  718 

 719 

               720 

 721 

Figure 12. A microchannel and its cross-section.  722 
 723 

 724 

 725 

 726 

Figure 13. Average outlet temperature of the microchannel and base temperature of 727 

the bulk silicon with mesh refinement (unit: Celsius).  728 
 729 

 730 

 731 
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 732 

Figure 14. Average base temperatures of the bulk silicon with different flow rates.  733 
 734 

C. An experimental example 735 

An experimental test vehicle consisting of a silicon chip with fluidic cooling using 736 

microchannels has been described in [4]. To verify the finite-volume model for 737 

microfluidic cooling against measured results, the test vehicle of microfluidic cooling in 738 

[4] has been simulated. The structure is shown in Figure 15. The chip size is 1 cm ³ 1 739 

cm, and the power consumption is 45 W. A total of 51 microchannels are uniformly 740 

distributed on the chip as described in [4]. The cross-sectional dimension of each 741 

microchannel is 0.1 mm ³ 0.2 mm. A Pyrex glass cover plate is placed on the top of the 742 

microchannels. Natural air convection with a convection coefficient of 5 )/( 2KmW  is 743 

applied to both the top and bottom surfaces of the package. The thermal conductivity of 744 

the chip is set to be 110 )/(mKW . The temperature of water at the inlets of 745 

microchannels is 22 C̄ , and the heat capacity of water pc is set to be 4180 )(/ KKgJ Ö . 746 

The material thicknesses and thermal conductivities are listed in Table 1.  747 
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      748 
(a)                                              (b) 749 

Figure 15. A package with microfluidic  cooling, (a) system view, (b) cross-sectional 750 

view. 751 
 752 

 753 

Table 1. Material thicknesses and thermal conductivities for the experimental 754 

example. 755 
 756 

 Thickness 

(mm) 

Thermal Conductivity     

(W/mK)  

Substrate  0.35 0.8 

Copper 0.036 400 

Chip 0.3 110 

Underfill 0.2 4.3 

C4  0.2 60 

Microchannel 0.2 0.6 

Pyrex glass 0.1 1.1 

Channel pitch 0.094 ð 

 757 

A 3D nonuniform mesh has been used to approximate the chip, underfill layer, 758 

substrate, and microchannels. For each microchannel, the cross-section is meshed using 4 759 

³ 4 cells, as shown in Figure 16. This test vehicle has been simulated with different 760 

water flow rates. The comparisons of the simulated and measured average outlet 761 

temperatures of the microchannels and average chip temperatures are plotted in Figure 762 

17. As shown in the figure, with the water flow rates of 65 and 104 ml/min, the 763 

differences between the simulated average outlet temperatures and measurements [4] are 764 

0.1 and 0.28 C̄ , respectively. The relative error is less than 4.5% for the outlet 765 

temperature. For the average chip temperature, with water flow rates of 65 and 104 766 
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ml/min, the temperature differences between the simulation and measurements are 2.6 767 

and 1.7 C̄ , respectively, as shown in Figure 17. Considering the inlet temperature as the 768 

basis, the calculated corresponding errors are 13.7% and 13.9%, respectively. The 769 

relative larger error for the average chip temperature may be caused by the average heat 770 

transfer coefficient h used in the model for fluidic cooling.  771 

 772 

Figure 16. Cross-sectional mesh of a microchannel. 773 
 774 

 775 
 776 

Figure 17. Average outlet temperature and average chip temperature using 777 

simulation and measurements.  778 

3.2.3.2 A Practical Design Example 779 

In an IC package or a printed circuit board, a PDN usually has an irregular shape with 780 

many voids and apertures. To simulate practical designs, a new interface that can import 781 

board and package design files from Cadence SPB software into the PowerET solver has 782 
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been employed. A PCB example is shown in Figure 18a. In Figure 18a, the board 783 

dimension is 60 mm ³ 31 mm, and the chip dimension is 9 mm ³ 9 mm. The total 784 

power consumption of the chip is 50 W, and its nonuniform power map is illustrated in 785 

Figure 18b. The thermal conductivity of thermal interface material (TIM) is 2 )/(mKW . 786 

The heat sink is modeled as an ideal heat sink with a constant room temperature of 25 787 

C̄ . This example has been simulated with a convection coefficient of 5 )/( 2KmW on 788 

both sides of the board. The voltage drop simulation is carried out first with an initial 789 

system temperature of 25 Celsius. The simulated voltage and temperature of the chip with 790 

electrical-thermal iterations are shown in Figure 19. It shows that compared to the initial 791 

voltage drop of 15 mV, the final voltage drop increases to 18.2 mV. Therefore, the 792 

thermal effect on voltage drop is 21.3%. Because of the power density from the chip and 793 

Joule heat from the PDN, the final chip temperature increases to 92.1 C̄ . It is important 794 

to note that in this example, the chip temperature increase is mainly caused by the power 795 

density of the chip. Since on-chip power grids are not included in the simulation, the 796 

Joule heat generated in the PCB only increases the chip temperature by 0.3 C̄ . The final 797 

temperature and voltage distributions of the board are shown in Figure 20.  798 

                 799 

(a)                                                                 (b) 800 

Figure 18. (a) A board example, (b) a nonuniform chip power map (unit: W). 801 
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 802 

Figure 19. The voltage and temperature of chip with electrical-thermal iterations. 803 

 804 

       805 
 806 

(a)                                                         (b) 807 

Figure 20. Final voltage and temperature distributions of the board, (a) voltage, (b) 808 

temperature. 809 
 810 

3.2.3.3 A 3D System with Microfluidic  Cooling 811 

A 3D integrated system with microfluidic cooling is also simulated using the 812 

PowerET solver. The 3D integrated system consists of two sets of stacked chips, 36 813 

microchannels, hundreds of TSVs, C4s, and a package substrate. The structure of the 814 

system is shown in Figure 21a. The package has five metal layers:  two signal layers, two 815 

power plane layers, and one ground plane layer, as shown in Figure 21b. The two power 816 

plane layers are shorted together using multiple vias to reduce the voltage drop. A 2.5 V 817 
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voltage source is placed at the corner of the package. In each set of stacked chips, the top 818 

chip is stacked on the bottom chip using TSVs and micro-bumps. The package size is 20 819 

cm ³ 20 cm, and the size of each chip is 1.1 cm ³ 1.1 cm.  820 

In this 3D integrated package, the power consumptions for Chip1, Chip2, Chip3, and 821 

Chip4 are 100 W, 100 W, 50 W, and 50 W, respectively. Uniform power maps are used 822 

for all chips. To efficiently dissipate heat for this high-power 3D system, the method of 823 

microfluidic cooling is used with chilled water, as shown in Figure 21. In each chip, nine 824 

microchannels with a cross section of 0.6 mm ³ 0.2 mm are used. The configuration of 825 

microchannels and TSVs of the stacked chips is shown in Figure 22. The geometrical and 826 

material parameters are summarized in Table 2.  827 

                 828 

(a)                                                             (b) 829 

Figure 21. A 3D integrated system with microfluidic  cooling, (a) whole system, (b) 830 

cross-sectional view.  831 
 832 

 833 

Air convection with a heat transfer coefficient of 5 )/( 2KmW  is applied to both the 834 

top and bottom surfaces of the package. This example is simulated with both Joule 835 

heating and fluidic cooling effects. In the simulation, four chips are supplied with the 836 

same water flow rate. The temperature of input water at the inlets of microchannels is 22 837 

C̄ . To validate the effect of fluidic cooling, the traditional cooling method using a heat 838 

sink is also simulated for comparison. The thermal conductivity of TIM is 2.4 )/(mKW , 839 
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and the heat sink is assumed to be an ideal heat sink with a constant room temperature of 840 

25 C̄ . In the simulation, 3D nonuniform rectangular grids are used, resulting in about 841 

166 K unknowns for the thermal simulation. For the voltage distribution simulation, since 842 

only conductor cells are considered as unknowns in the simulation, only 110 K unknowns 843 

are used. The simulation took five iterations to converge. The total simulation time was 844 

401.4 seconds.   845 

 846 

 847 

Figure 22. The configuration of microchannels and TSVs for stacked chips. 848 

 849 

Table 2. Geometrical and material parameters. 850 
 851 

 Material 

Thickness (mm) 

Thermal Conductivity     

(W/mK) 

Glass-ceramic  0.35 5 

Copper 0.036 400 

Chip 0.5 110 

Underfill 0.2 4.3 

C4  0.2 60 

TIM  0.2 2.4 

TSV (Tungsten) 0.5 174 

Microchannel 0.2 0.6 

 852 
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With a water flow rate of 104 ml/min for each chip, the simulated temperatures using 853 

the microfluidic cooling and traditional heat sink are shown in Figure 23. It shows the 854 

simulated results converge in five iterations. As can be seen from Figure 23, using the 855 

heat sink, the final temperatures of Chip1, Chip2, Chip3, and Chip4 are 167.6 C̄ , 156.8 856 

C̄ , 97.5 C̄ , and 91.9 C̄ , respectively. However, using the microfluidic cooling, their 857 

temperatures become 97.5 C̄ , 101.5 C̄ , 60.3 C̄ , and 61.8 C̄ , respectively. Therefore, the 858 

microfluidic cooling can greatly reduce the temperature for high-power 3D stacked ICs.  859 

The simulated voltages with the microfluidic cooling and traditional heat sink are 860 

shown in Figure 24. The initial voltage drops of Chip1, Chip2, Chip3, and Chip4 are 78.8 861 

mV, 83.2 mV, 60.9 mV, and 63.2 mV, respectively. Using the traditional heat sink, the 862 

final voltage drops of Chip1, Chip2, Chip3, and Chip4 are 102.5 mV, 109.6 mV, 75.8 863 

mV, and 78.7 mV, respectively. Therefore, the thermal effect increases the voltage drops 864 

of Chip1, Chip2, Chip3, and Chip4 by 30%, 32%, 24%, and 25%, respectively. However, 865 

with the microfluidic cooling, the thermal effects only increase the voltage drops of 866 

Chip1, Chip2, Chip3, and Chip4 by 20%, 20%, 18%, and 18%, respectively. As the 867 

microchannel-based fluidic cooling can reduce the chip temperatures to less than 102 C̄ 868 

for Chip1 and Chip2 and less than 62C̄  for Chip3 and Chip4 (Figure 23), the thermal 869 

effect on the voltage drop is dramatically reduced compared to that using heat sink.  870 

After establishing the convergence of the co-analysis, the final temperature 871 

distributions of chips and microchannels are shown in Figure 25. It shows that the chip 872 

temperature is much higher than the water temperature inside the microchannel. The 873 

large temperature gradient at the boundary is caused by the relative large power density 874 

of the chip and small heat transfer coefficient between the liquid water and silicon chip.  875 
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      876 

(a)                                                                     (b) 877 

Figure 23. Temperatures of (a) Chip1 and Chip 2, (b) Chip3 and Chip4 with 878 

iterations. 879 
 880 

     881 

(a)                                                                          (b) 882 

Figure 24. Voltages of (a) Chip1 and Chip2, (b) Chip3 and Chip4 with iterations. 883 
 884 

 885 

       886 

(a)                                                               (b) 887 

Figure 25. 2D temperature distributions of microchannels and chips, (a) Chip1, (b) 888 

Chip3 with a flow rate of 104 ml/min (top view).  889 


































































































































































































































