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Summary

The objective of this research work is to develop an e cient rathodology for chip-package
cosimulation. In the traditional design ow, the integrated circuit (IC) is rst designed
followed by the package design. The disadvantage of the cemtional sequential design
ow is that if there are problems with signal and power integity after the integration of
the IC and the package, it is expensive and time consuming tamdyack and change the
IC layout for a di erent input/output (I0) pad assignment. T o overcome this limitation,
a concurrent design ow, where both the IC and the package amesigned together, has
been recommended by researchers to obtain a fast design ates The techniques from this
research work will enable multiscale cosimulation of the ghand the package making the
concurrent design ow paradigm possible.

Traditional time-domain techniques, such as the nite-di erence time-domain method,
are limited by the Courant condition and are not suitable fochip-package cosimulation. The
Courant condition gives an upper bound on the time step thatan be used to obtain stable
simulation results. The smaller the mesh dimension the snat is the Courant time step. In
the case of chip-package cosimulation the on-chip struces require a ne mesh, which can
make the time step prohibitively small. An unconditionally stable scheme using Laguerre
polynomials has been recommended for chip-package cosemioh. Prior limitations in
this method have been overcome in this research work. The amfted transient simulation
scheme using Laguerre polynomials has been named SLeEC,clstands for simulation
using Laguerre equivalent circuit. A full-wave EM simulato has been developed using the
SLeEC methodology.

A scheme for e cient use of full-wave solver for chip-packag cosimulation has been
proposed. Simulation of the entire chip-package structuresing a full-wave solver could be
a memory and time-intensive operation. A more e cient way ido separate the chip-package
structure into the chip, the package signal-delivery netwd, and the package power-delivery
network; use a full-wave solver to simulate each of these dilea subblocks and integrate
them together in the following step, before a nal simulatio is done on the integrated

network. Examples have been presented that illustrate theethnique.



1 Introduction

The consumer demand for electronics products with more futn@nality, better performance,
smaller size, less weight, and lower cost has given rise tamerous issues in signal integrity
and power integrity. As more functionality is integrated ina package, there is more commu-
nication between the chips, resulting in larger number of put/output (10) pins and more
interconnects to be routed. With smaller spacing between éhinterconnects, there can be
signi cant crosstalk, causing the product to fail. The endkss requirement for faster speed
has created smaller rise times and fall times on the order oicpseconds. This has pushed
the frequency spectrum into the GHz range. Faster signalirgeates voltage uctuations on
the power-distribution network that can cause false switadhg of logic circuits. The current
in interconnects and on its return path creates regions of sath and large electromagnetic
(EM) elds. Chips placed at the locations of high EM eld expeience loss in signal quality
due to EM coupling. With every next generation integrated ccuit (IC), the voltage levels
are scaled down to reduce power dissipation and transistailire. As a result, the noise
tolerance is becoming smaller.

ICs making up a system, together with passive components atige power-distribution
network, are interconnected together in a package. A layoutf a generic Intel PC system is
shown in Figure 1 [1]. The chip marke®2975X MCH which is known as theNorthbridge is
connected to the graphics, the processor and the memory chiplhe chip marked82801GR
ICH7R, which is known as theSouthbridge is connected to the slower IO chips. The various
ICs making up the Intel system can be e ciently organized as anultichip module, similar
to the con guration shown in Figure 2. The IC and the package d not exist independently,
and therefore, in order to be able to evaluate the performaamf the system, cosimulation
of the chip and the package is needed. For example, the noisengrated on the package
a ect the ICs and vice versa.

According to the International Technology Roadmap for Sembnductors (ITRS) 2005
[2], one of the challenges in future packages is to develophapepackage cosimulation tool
to analyze signal integrity and power integrity. It is beconng di cult to predict failures

due to the lack of tools capable of chip-package cosimulatidor accurate evaluation of
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Figure 1: A generic Intel PC system.

system performance. Signal and power-integrity problemsate resulted in a longer design
cycle time. Failures that can be detected at the simulationelel rather than at the product
prototype level can save cost and time. Accurate modeling the@ds and tools play a key
role in noise prediction. With tools that perform a systemdvel simulation, the number
of design iterations that are needed to successfully creaéeworking prototype, can be

drastically reduced. Smaller design cycle time reduces toss well as decreasing the time

Chip-Package Cosimulation

Chip Simulation

Package Simulation

Figure 2: A multichip module.



required to deliver a product to the consumer. The objectivef this research is to develop

an accurate, time-e cient, and memory-e cient technique for chip-package cosimulation.

1.1 Development of CAD Tools

CAD tools are indispensable in the development of any eleotric system for today's market.

The Intel microprocessor family from the years 1970 to 2008 shown in Figure 3 [1]. What

is often neglected is the importance played by CAD tools in #hprogress. Initial processors
contained limited number of transistors and were hand craéd. With increasing number

of transistors and more integration of digital and analog, mdern electronic design without

the aid of CAD tools is unthinkable.

transistors
10,000,000,000

> Dual-Come kntel* fanlum® 2 Procesor
i inted* itanium® 2 Processe --"‘ 1,000,000,000
N LT 0T
Booming CAD Tool LT
Market "

Inter Penthime 4 Processor 100,000,000

Intel Peatiam® Ilptﬂﬂw‘-

Im:l'Mﬁun'llew:w‘-' 10,000,000

Intel” Pentium® Processor - [
Intel48E™ Frnusw-. i

1,000,000
Intei3Be™ Pmmnw‘ L=

286, -
e 100,000

#03;.5‘--"

soen 10,000
o

JWJ‘

1,000
1970 1975 1980 1985 1990 1985 2000 2005 2010

Figure 3: The Intel processor family and CAD tools.

CAD tools play di erent roles such as optimization of logic,automatic placement and
routing of transistors, time/frequency-domain simulatiom for noise prediction. They reduce
the product development time and help create better desigrthat work more e ciently.
Most of the CAD tools have a certain domain where they can be pled. Some tools
operate purely at the chip level, while others only at the p&age level. A drawback of this
approach is that there is no feedback between the two. The sei generated by the parasitics
of the package structures can cause the chip to fail. The olsjeve of this thesis is to develop
simulation methodologies in the time and frequency domairotenable cosimulation at the

chip and the package levels.



A traditional sequential design ow of an IC and a package ish®wn in Figure 4 [3]. In
the sequential design ow, the chip is rst designed followe by the package design based
on the 10 pad assignments of the IC. A disadvantage of this appach is that the problems
that occur due to the integrated chip and the package go undetted until the nal stage.
The reason for using this type of design ow is because of thack of CAD tools that are
available in order to be able to design both the chip and the giage in parallel.

The recommended package-aware design ow is shown in Figir¢3]. In this paradigm,
both the package and the chip are planned concurrently to ems signal and power-integrity
closure. The advantage of this approach is that potential ghal and power-integrity issues
that can occur within the chip, the package, or as a result ofhe integrated chip and the
package, are detected early in the design stage. Making clgass to the design in the early
stages is much easier, faster, and more cost e ective. Pagkaaware integrated-circuit design
results in a faster product turnaround time. The simulationmethodologies developed in
this thesis can be applied to perform chip-package cosimtitan at the design stage, thereby
making the package-aware design- ow possible.

The multiscale feature of the chip-package structure makésdi cult to use conventional
tools for simulation. The on-chip structures require a veryne mesh, while a coarse mesh
can be used for the package structures. The large variation the mesh dimensions, as
well as the ne mesh, make the simulation time and the memoryequirement prohibitively
large. In this thesis, an e cient simulation methodology that uses Laguerre polynomials
for simulation has been developed. Several test cases haeeib simulated that show the
advantage of using the Laguerre polynomials based scheme rfaultiscale simulation over

the conventional methods.

1.2 Common Signal and Power-Integrity Problems Present in a

Chip and a Package

A list of some of the parasitics at the chip and the package lels is shown in Figure 6.

1. Non-ideal power-ground structures:

The transient current that is drawn by switching logic circuts from a power-ground
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plane produces simultaneous switching noise (SSN) due toetmon-ideal planes in
the power-distribution network. A cross section of a poweground plane is shown in
Figure 7. The transient current drawn from a chip is modeledyba current source. An
ideal voltage supply is also connected to the power-groundape. A typical waveform
at some point on the power-ground plane markegrobeis shown in the gure. Rather
than an ideal constant voltage, noise voltage on the order dfindreds of millivolts,
known as simultaneous switching noise (SSN), is typicallyr@sent for chips operating
in the GHz range. Power-supply noise can cause problems sashfalse switching in
logic circuits [4]. Power grids on the chip are also non ideahd increase the noise
voltage [5]. On-chip and package decoupling capacitors grkaced to minimize SSN [6].
Simulators should also be capable of including passive coomgnts such as capacitors,

inductors and resistors, which are almost always present.

2. Re ections due to imperfect terminations:
Terminations in interconnects that are not matched to theircharactersitic impedances
will result in problems such as ringing and re ections [4]. Tese re ections degrade

the performance of the driver and the receiver ICs that are t#ched to the net.

i. On-chip SSN, e. Accurate delay | d. Different interconnect
interconnect model in configurations
coupling long traces (microstrip,strip)

f. Solder bump/

wirebond

parasitics
a. Parasitics of
powet/ground
plane pairs

h. Lossy dielectric,

interconnects

g. Large number of c. Via/Via coupling
interconnects parasitics

Figure 6: Common signal and power-integrity problems presein a package.
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Figure 7: Simultaneous switching noise (SSN).

3. Parasitics of via, solder-bump, package leads, wireband
Solder bumps, leads, and wirebonds are interfaces betweée thip and the package.
In addition to carrying signals between the chip and the paelge domains, their par-
asitics generate signi cant noise degrading the performaa [7] [8]. Via parasitics are
also critical to accurately estimate the noise voltage lele The parasitics may cause

re ections, which can introduce ringing in the waveform.

4. Interconnect parasitics:
Interconnects are modeled using cascaded lumped elememposed of inductors (L),
capacitors (C), resistors (R, G) and mutual inductance. Casded lumped element
model for transmission lines based on R,L,G,C per unit lenigtmatrices for multicon-
ductor transmission lines is given in [9]. The loss in the ietconnects and substrate

attenuate the signal as it propagates in the channel.

1.3 Proposed Research

The objective of the proposed research is to develop a traest simulation methodology for
chip-package cosimulation. The solver should be capablesolving large practical problems;
it must be fast and accurate; the techniques should be robutst model structures of di erent
types of con gurations. Based on the proposed research thalbwing research work has been

completed:

1. Transient simulation using Laguerre polynomials
Transient simulation using Laguerre polynomials is uncoritionally stable and there-

fore, has the advantage of not being limited by any time stepLaguerre FDTD has



shown to be 70 80 faster than the conventional FDTD scheme. For chip-package
cosimulation, the on-chip structures require a very small esh making the time step
prohibitively small for simulation using the conventional nite-di erence time-domain
scheme. Since Laguerre FDTD is unconditionally stable, isiideally suited for chip-
package cosimulation. Since its introduction, several modations have been made to
the algorithm. The new methodology has been named SLeEC arntdrgds for simula-

tion using Laguerre equivalent circuit.

. Simulation for any length of time
The limited time duration for which Laguerre FDTD could be simulated has been

resolved, so that Laguerre FDTD can now be done for any lengtif time.

. Companion model of the FDTD grid
An equivalent circuit model of the FDTD grid has been develogd, reducing the

number of unknowns to be solved without the use of long cumisme equations.

. Transient circuit simulation using Laguerre polynomials
Laguerre FDTD has been applied to circuit problems consisty of passive circuit

components such as inductors with mutual inductance, resiss, and capacitors.

. Choosing the correct number of basis coe cients
Transient simulation using Laguerre polynomials requiresding the correct number
of basis coe cients to accurately represent the time-domai waveform. A numerical

way by which the correct number of basis functions are choséas been proposed.

. Full-wave EM simulator using the SLeEC methodology
A 3D time-domain EM simulator that uses Laguerre polynomia for transient simu-
lation has been developed. A variety of test cases have beengated to demonstrate

the advantage of using this tool for chip-package cosimulan.

. Obtaining frequency-domain parameters through time-dormmasimulation
A way by which frequency-domain parameters can be obtainedom time-domain
simulation has been proposed. Results show that time-domavrindowing is necessary

before conversion to frequency-domain parameters to oltaihe right results.

9



8. E cient use of full-wave solvers for chip-package cosimuii@an

For chip-package cosimulation, rather than using a full-we solver to simulate the

entire structure, the structure can be partitioned into di erent blocks and a full-

wave solver can be applied to each of these blocks separateResults from each of

these blocks can be integrated together to model the compestructure. The on-

chip structures have been simplied to a great extent. The mposed technique has

been demonstrated for package power-ground planes and gk interconnects. The

following tasks have been completed:

(a) Modeling of microstrip lines referenced to a power-groundgne

(b)

A microstrip-line con guration is shown in Figure 8. Given tvo-port frequency-
domain parameters of a microstrip line, which has ports loted at the near end
and the far end of the microstrip, as well as two-port frequary parameters of
the power plane, which has ports located at the near-end reéece and the far-
end reference of the microstrip, an admittance matrix modeio integrate the

interconnect and the power plane has been developed. The twort admittance

matrix model has been generalized to an N-port model that cére used to model
N coupled microstrip lines referenced to a power-ground mpla. To demonstrate

scalability, a 64-bit bus referenced to a power-ground plarhas been simulated.

Modeling of a conductor-backed coplanar-waveguide stiuret

It is common for interconnects to be routed on the same layesdhe power or a
ground plane, by creating a slot on the plane and routing thenterconnect in the
slot, as shown in Figure 8. The interconnect and the power-gqund plane-pair
form a conductor-backed coplanar-waveguide structure. @n such a con gu-
ration, the frequency parameters of the interconnect are tdined separate from
those of the power plane. The two sets of frequency parameteare integrated
together using multiconductor transmission line theory. Agood correlation be-
tween Sonnet and the proposed model has been obtained over a wide bandvaidt
of 8GHz.

10



(c) DC Analysis with frequency-domain parameters
A method has been developed to include DC sources along witeuency-domain
parameters in transient cosimulation of package intercomets and package power-
ground planes. Augmenting the transient simulation methodo include DC op-
erating point has been completed. A transmission line exan&p showing a good

match with ADS® has been accomplished.

(d) Memory optimization for linear transient simulation with airrent sources
Memory can be reduced signi cantly for linear transient simlation with transient
current sources. The memory complexity can be reduced fro®(N?2) to O(N),

whereN is the number of ports in the frequency-domain parameter bb&.

1.4 Dissertation Outline

Conventional time-domain solvers are limited by an upper hmd on the time step that can
be used to obtain stable and accurate simulation results. Thlimit in the time step, known
as Courant time step, is a major bottleneck for chip-packageosimulation. With small
mesh dimensions required for on-chip structures, the timeéep can become prohibitively
small. Transient simulation using Laguerre polynomials isinconditionally stable and is
not limited by the Courant time step. Prior limitations have been overcome and the en-
hanced methodology is called SLeEC and stands for simulatizuising Laguerre equivalent
circuit. SLeEC can be applied to both 3D EM simulation and liear transient circuit simu-
lation. Circuits composed of resistors, inductors (with mwal inductance), capacitors, and
linear voltage/current sources can be simulated using SLEE Transient simulation results

show excellent correlation between the proposed technigaed the traditional EM/circuit

Case 1: Microstrip Configuration Case 2: Coplanar Wavequide

/

/—
Vdd, vdd,

//

znd Gnd

Figure 8: A microstrip and a conductor-backed coplanar-waguide con guration.
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simulators.

For chip-package cosimulation, rather than using a full-wae solver to simulate the entire
structure, the structure can be partitioned into di erent blocks and full-wave solver can be
applied to each of these blocks separately. Results from kax these blocks can be integrated
together to model the complete structure. The on-chip struares have been simpli ed to
a great extent. The proposed technique has been demonstitior package power-ground
planes and package interconnects. The methodology is memercient and scalable to large
problems. The technique can be used for frequency-domaindatime-domain simulation of
package structures. Examples showing the scalability of ith technique to realistic test
cases are given. The technique permits the use of complex dimear driver models in the
simulation. A memory optimization technique for linear syeems, which also results in faster
simulation, has been proposed.

The remainder of this thesis is organized as follows: The @ methodology is given in
Chapters 2-6; 3D EM test cases showing good correlation betewn the conventional FDTD
scheme and the SLeEC methodology is presented in Chapter rfgrisformation from time-
domain to frequency-domain parameters is given in Chapter, &llowed by e cient use of

full-wave solvers for chip-package cosimulation in Chapt®.
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2 Transient Simulation Using Laguerre Polynomials

2.1 Introduction

The nite-di erence time-domain (FDTD) scheme has been a ulguitous method for tran-
sient electromagnetic (EM) analysis [10] and circuit simation [11]. The main drawback
of FDTD is the Courant-Friedrich-Levy (CFL) condition, which will be referred to as the
Courant condition, that limits the time step that can be usedto obtain stable and accu-
rate simulation results. In EM analysis, the smaller the mdsdimension, the smaller is the
Courant time step [10]. In mathematical form, the Courant codition for EM simulation is
1 1 2 1 2 1 2" 2

t < —_—  + — + — X (1)
Vimax X y z

wherevnax IS the maximum phase velocity of the wave propagation,x, vy, and z are the
smallest mesh dimensions in the, y, and z directions [10]. The time-step limit for numerical
stability can be derived using dispersion analysis [10]. Aisimary of the derivation in [10]
is given in the appendix in Chapter 12.

In transient circuit simulation of passives such as resists, inductors, and capacitors, the
maximum allowable time step is a function of the smallest ingctor and capacitor values [12].

p—
t < I—min Cmin (2)

Courant-like condition for stability in the circuit domain is given in Equation 2, where. i
and C,,, are the smallest inductor and capacitor values in the circui

The Courant condition is a major bottleneck in using FDTD forchip-package cosimula-
tion. Multiscale dimensions in a chip-package structure ishown in Figure 9. The on-chip
structures are in thenanometer scale, the solder pads typically have a diameter of 50 ,
the package interconnects are in the 108 range, and the package structures, such as the
power-ground planes, are in thenm scale. The on-chip structures that are in thexm range
would require a ne mesh for simulation, making the time stegrohibitively small.

An unconditionally stable implicit-FDTD scheme using Lagerre polynomials has been
proposed in [13]. The method presented in [13] will be refed to as the Laguerre-FDTD

scheme in the rest of this document. Laguerre FDTD is uncortenally stable and therefore,
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Figure 9: Multiscale features in a chip-package structure.

the time step is not limited by the Courant condition. It has been shown in [13] that
Laguerre FDTD can be 80 100 faster than the conventional FDTD scheme. Since
transient simulation using Laguerre polynomials is uncoritibnally stable, it is ideally suited
for chip-package cosimulation.

The following modi cations and additions to the original Laguerre-FDTD scheme in [13]

have been made in this research work:

1. The limited time duration for which Laguerre FDTD could besimulated has been

resolved, so that Laguerre FDTD can now be done for all time dation.

2. An equivalent circuit model, which is also known as eompanion modelof the FDTD
grid has been developed, reducing the number of unknowns te bolved without the

use of long cumbersome equations.

3. Laguerre FDTD has also been applied in transient simulath of circuits consisting
of passive circuit components, such as inductors with mutuanductance, resistors,
and capacitors. The companion models for these componentghich allow easier

implementation, have also been developed.

4. In Laguerre FDTD, the time-domain source waveforms arepeesented in the Laguerre
domain by a set of Laguerre coe cients. The source coe cierg are used to solve for
the unknown values in the Laguerre domain. The output of int@st is converted back

to the time domain from the Laguerre domain to obtain the trasient waveform. To
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obtain maximum accuracy, the right number of coe cients hago be used to generate
the time-domain waveform. A numerical way by which the cor number of basis

coe cients are chosen has been proposed.

Each of these modi cations are explained in detail after thalgorithm has been presented.
The new and improved algorithm has been named SLeEC, whictaats for simulation using

Laguerre equivalent circuit.

2.2 The SLeEC Alogrithm

SLeEC can be applied to linear transient circuit simulationas well as time-domain elec-
tromagnetic simulation. In circuit simulation, SLeEC can fe used in transient analysis of
linear passive components such as resistors, capacitorgjuctors, mutual inductance, volt-
age sources, and current sources. In electromagnetic siatidn, SLeEC can be used for
transient analysis instead of the traditional leap-frog $eme.

The owchart of the SLeEC methodology is shown in Figure 10. Aummary of the

Time-domain source Laguerre-domain
waveform representation
FDTD/circuit
companion model
<]
I
=}
o
3
DC analysis
Time-domain output DC values of the
waveform output

Figure 10: The owchart of the SLeEC methodology.

methodology is given in this paragraph, followed by a det&tl explanation of each of the
steps. The rst step is to convert the input source waveformfrom time domain to Laguerre
domain. A time-domain waveform can be represented in the Lagrre domain by a set of co-

e cients. The next step is to replace the (1) capacitors, indctors, mutual inductance, in the
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case of circuit simulation and (2) the FDTD grid, in the case electromagnetic simulation,
with their respective companion models. The companion moldean the time domain for an
inductor and a capacitor is given in [14]. The companion mottein the Laguerre domain for
the FDTD grid, resistors, capacitors, and mutual inductane are derived in this thesis. The
companion models in the Laguerre domain are made up of resis, current sources, voltage
sources, and controlled sources. A DC analysis is done onaedach of the basis coe cients
that represents the input waveforms. Although multiple inut waveforms maybe present,
they can all be taken into account in a single DC analysis. Athe end of each of the DC
analyses the companion models are updated before the next R@alysis. The DC solution
represent the Laguerre basis coe cients of its corresponaj time-domain waveform. In the
companion model of the FDTD grid for EM simulation, the nodalvoltages are mapped to
electric- eld coe cients and the branch currents to magnetc- eld coe cients. The nal
step is to convert the DC values for the output of interest to he time domain. Detailed
explanation of each of these steps is given in the followinglsections.

It is worth mentioning earlier that the DC values do not have b be saved at each
iteration. Once the companion models are updated at the end each iteration, there is no
need to save the DC solution. Only the DC values for the outpudf interest needs to be

saved at the end of each iteration, making the algorithm memyp e cient.

2.2.1 Transformation from time domain to Laguerre domain

Laguerre polynomials are de ned recursively as follows [[t3

Lo(t) = 1; 3)
Li(t)=1 ¢ (4)
pLp(t)=(2p 1 t)Lp o() (p DLy 2(t); forp 2 )
Laguerre polynomials satisfy the relationships
z 1
0 I U(t)I V(t)dt = UV; (6)
u(t) = e TALu(Y); (7)
t=s t (8)
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In Equations 6 - 7,t is the real time multiplied by a scaling factors, as shown in Equation
8. The actual time scale for which the simulation is run is vgr small. To make the
basis function work, the real time is multiplied bys to scale the magnitude to the order
of seconds.' (t) is Laguerre polynomialL weighted by the exponential functione ©2, as
given in Equation 7. A Laguerre polynomial weighted by the gonential function satis es
the orthonormal property of basis functions given in Equatn 6. , in Equation 6 is the
Kronecker delta function. The weighted Laguerre polynomia for ordersp=0to p=4 are

shown in Figure 11 [13].
1
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Magnituds
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41
0 5 10 15 20 25 an
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Figure 11: Weighted Laguerre polynomials for orderg=0to p=4.

A triangular waveform with a rise/fall time of 10 ps, and a dedy of 10 ps is shown
in Figure 12. The triangular waveform, W(t), can be represented as a sum of weighted
Laguerre polynomials as

B(N
W)= W, p(t): (9)
p=1

In Equation 9, W, represents thep" coe cient of the p" basis function' ,. W, can be

obtained using the orthonormal property of basis functionand is given in Equation 10.
Z 1

Wp= W e (10)

The dotted curve in Figure 12 is the original triangular waveorm and the solid curve is

the waveform reconstructed using 200 coe cients of the Lagure basis functions. The two
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waveforms in Figure 12 are indistinguishable. The rst 200a® cients of the basis functions

are shown in Figure 13. The scaling factor used to construdie waveform iss =3:0 102,

2.2.2 Companion Models

The second step is to replace the FDTD grid, or the passive cpionents in the case of circuit
simulation, with their respective Laguerre companion mode SLeEC requires solving a
system of linear equations of the formAx = bto obtain the unknown p" Laguerre basis
coe cients. These equivalent circuit models enable the usef stamp rule in modi ed nodal
analysis to set up and solve the matrix, thereby making the iplementation easier [14]. The
popular Spice simulator uses modi ed nodal analysis for sufation. Therefore SLeEC can
be seamlessly integrated with Spice to do transient circdEM simulation using Laguerre
polynomials. In addition, as explained in Chapter 5, the copanion models help reduce the
dimension of the matrix to be solved without the use of long ahcumbersome equations.
Companion models are composed of resistors, independent dependent voltage/current
sources. Detailed derivation of the models for circuit/EM isnulation are given in Chapter 4
and Chapter 5. As a preview, the companion model for a 1D FDTDrigl is shown in Figure
14. Vertical bars in the grid representE, elds and representH, elds. The grid is
terminated using the perfect electric conductor (PEC) boudary condition. Nodal voltages
represent theE, elds and branch currents represent theH, elds. The PEC boundary
condition can be represented in the companion model by a shaircuit, as shown in the

gure.

2.2.3 DC Analysis

To obtain the p" Laguerre basis coe cients of the unknown values, a DC analigsis done
once on the companion circuit model. The DC solution represethe Laguerre basis co-
e cients of their corresponding time-domain waveform. At the end of the DC analysis,
the solution is used to update the companion model before ginig for the (p+ 1) basis
coe cients. The two-step process of updating the companiomodel and solving the ma-
trix is repeated until enough coe cients have been obtainedo accurately represent the

time-domain waveform for the output of interest.
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Figure 12: The original (dots) and reconstructed (solid) iengular waveform using Laguerre

basis functions.
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Figure 13: The coe cients of basis functions for the trianglar waveform in Figure 12.
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Figure 14: The companion model for a unit cell in a 1D FDTD grid

Two important points to be noted are (1) There is no need to saithe entire DC solution
at every iteration. Once the companion model is updated, tihe is no need to store the DC
solution for the next iteration. Only the coe cients for the output of interest need to be
saved. (2) TheA matrix when solving Ax = b stays constant throughout the iterations.
Only the b matrix is updated at every iteration. Therefore,LU decomposition for solving

Ax = bneeds to be done only once.

2.2.4 Transformation from Laguerre domain to time domain

The nal step is to convert the Laguerre-domain coe cients © time domain for the output
of interest. This is done using Equation 9. In order to maxinzie the accuracy, the right
number of basis coe cients must be used to generate the tim#gemain waveform. The

methodology for choosing the correct number of basis coeents is given in Chapter 6.

2.3 Advantages of Laguerre Polynomials

There are several reasons why Laguerre polynomials is atiteve over other orthogonal

polynomials:

1. Transient simulation using Laguerre polynomials is uncalitionally stable.

2. Laguerre polynomials allows a simple method for choositige correct number of basis
coe cients to obtain maximum accuracy when generating its erresponding time-

domain waveform.
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3. When solving forN Laguerre basis coe cientsf Wy; Wq; i ; Wy 10, the dimension

of the matrix to be solved is independent oN .

4. Although a matrix of the form Ax = b is solved to obtain thep™ Laguerre basis
coe cients, the A matrix is independent ofp and LU-decomposition has to be done

only once when solving for theN coe cients fWy; Wq; i Wy, i Wy 10

5. There is no need to save the DC solution at every iterationOnce the companion
model is updated, there is no need to store the DC solution fahe next iteration.
Only the coe cients for the output of interest need to be savd. In this respect,

Laguerre polynomials makes the algorithm memory e cient.

6. And most important of all, it works well. A good correlation has been obtained with

FDTD for all of the test cases that have been simulated.

2.4 Summary

Transient simulation using Laguerre polynomials is uncoritibnally stable. The Laguerre-
FDTD scheme was proposed in [13]. Several modi cations to éhLaguerre-FDTD scheme
have been made in this research work. The improved simulatiaonethodology has been

named SLeEC, which stands for simulation using Laguerre agalent circuit.
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3 Simulation For Any Length of Time

3.1 Introduction

A major drawback of the Laguerre-FDTD methodology in [13] ishat the transient simu-
lation can be performed only for a limited time duration and annot be done for all time.
There are two reasons for this limitation: the rst reason ighe nature of the Laguerre basis
functions and the second reason is the nite precision of theomputer making it impossi-
ble to represent very large numbers or very small numbers. d&lorate explanations of the
reasons for the limitation will be followed by a solution thaallows simulation for all time
duration.

The rst reason for the limitation is due to the nature of the basis functions. The
Laguerre basis functions for ordep =0 4 are plotted in Figure 11. As shown in the gure,
the basis functions approach 0 astends to1 . Therefore, any time-domain waveform that
is spanned by these set of basis functions also goes to @ sends to 1 . Structures that are
lossless or have a low loss cannot be simulated accuratelgdgse the elds can be nonzero
for a long period of time.

The second reason for the limitation is the nite precision bthe computer. A Laguerre
basis function of orderp is an exponentially decaying function multiplied by thep" Laguerre
polynomial. The exponential function quickly decays to O ah beyond a certain time the
exponential function is treated exactly as 0. Laguerre pailpmials become very large with
increasing time. Beyond a certain time, the numbers becomery large to be represented
with the limitation of nite precision and is represented asInf in the IEEE 754 oating-
point standard. Consequently, beyond a certain time pointhe basis function is represented

as 0 Inf or NaN, not a number.

3.2 An Example to Demonstrate the Limitation

An example where Laguerre FDTD is unable to capture the tramsnt response beyond
some time is presented in this paragraph. A lossless resonaavity containing the elds

Ex; Ey; and H, that is terminated with PEC boundary is shown in Figure 15. A nodulated
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Gaussian source waveform with the same parameters as [13]3sd as thel, current source
and is placed along the vertical dashed line in Figure 15. Theumber of cells used to mesh
the structure is 10 10. TheE, eld at the location marked probe between 1%s and 2Ins
is plotted in Figure 16. Theoretically, since the cavity isdssless, the elds must never
decay to 0. The solid waveform has been obtained using the lesgre-FDTD scheme and
the dots by the conventional FDTD scheme. Since the basis faiions go to 0 ast tends to
1 , the solid waveform starts to decay to 0, as shown in the gureThe abrupt termination
of the solid waveform, which is indicated by the box, occursug to the limitation of nite

precision, as explained in the previous paragraph.
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Figure 15: A 2D box with PEC boundary.

3.3 A Solution to Overcome the Limitation

The solution to overcome this limitation is to divide the total simulation time into di erent
intervals. Let Interval | span from timet = to to t = t4, Interval Il span from timet = t;
tot = t,, and so on, as shown in Figure 17. The length of each interva chosen such
that simulation can be accurately performed in that time duation. The nal values at
the end of Interval i are used as initial conditions to simulate in Interval ( + 1). This
process is repeated until the time duration for which the siolation needs to be done is
completed. The companion models for circuit simulation anBM FDTD simulation, which

will be presented in Chapters 4 and 5, include initial condibns to enable restarting a
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Figure 17: The total simulation time is divided into di erent intervals.

simulation. The di erential equations that describe the transient behavior of a system have
been modi ed to explicitly include initial conditions that will permit simulation for all time
duration. The SLeEC algorithm that is presented in Chapter 2 is applied in each of the
time intervals.

It must be noted that Laguerre-MNA does not require storing khnodal voltages and all
branch currents from the series of DC analysis that has beerfiormed. At the end of each
DC analysis, once the companion models have been updatederth is no need for saving
the solution. The only solution that needs to be stored at thend of each DC analysis is
the solution of the output for which the transient waveform § to be observed, which is a

constant amount of memory.
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3.4 Computing the Final Values at the End of an Interval

The nal values at the end of an interval, e.g. Intervali, must be computed in order to use
these values as the initial conditions in the next time interal, Interval (i +1). For example,
the initial condition for a capacitor is the initial voltage across the capacitor and the initial
condition for an inductor is the initial current through the inductor. Not all the coe cients,
i.e. the DC solution for the voltage across a capacitor and éhcurrent through an inductor
need to be saved to compute the nal value at the end of a timeterval. At the end of each
DC analysis, the contribution ofp" Laguerre basis coe cient (\/,) to the nal value of the
transient waveform at the end of a time-interval {;) can be computed by using Equation
11.

value(t; ) = value(t; ) + W' p(str) (11)

value(ty) is rst initialized to O, before using Equation 11. By usingEquation 11, the
coe cients of the DC solution need not be saved in order to copute the nal value of a

guantity at the end of a time-interval.

3.5 Examples of Simulation Using Initial Conditions

An LC circuit is shown in Figure 18. The values for L and C areriH and 1pF, respectively.

InH

m V(t)
—
i(t)
— IpF

Figure 18: The circuit for transient simulation with initial conditions.

The initial conditions are the voltage across a capacitor ahthe current through an inductor
at time t = 0. The initial current through the inductor, i1(0), is -8.12 mA and the initial
voltage across the capacitor, V(0), is 0.18 V. The transiergimulation waveforms ofV (t)

generated using 200 Laguerre basis coe cients and 400 coéents are shown in Figure 19
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and Figure 20, respectively. Note the abrupt termination othe waveform around @ns in
Figure 20. Simulation beyond this time requires restartinghe simulation again with the
new initial conditions.

As a second example, for the structure shown in Figure 15, tisamulation time of 7.5ns
is divided into two intervals, 5ns and 1.5ns.E(t) at the location marked probe in Figure
15 for Interval | is shown in Figure 21. The solid line has beeobtained using SLeEC and
the dots is from the conventional FDTD scheme. The time-scalfactor used in Interval |
iss=7:0 10'° The nal values of the elds at the end of Interval | are used a initial
conditions for simulation in Interval 1l. The transient waveform for Interval Il is plotted in
Figure 22. The value of the time-scale factor used for the sitex Interval Il is s = 7:56 10,

The number of basis coe cients used is 400 for Intervals | and.

3.6 Summary

The Laguerre-FDTD scheme proposed in [13] has the bottletkeof being able to simulate
only for a limited time duration. This limitation has been owercome in SLeEC. The total
simulation time is divided into di erent intervals. At the e nd of an interval, the simulation

is restarted using the nal values in the previous interval a initial conditions.
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cients). Dots: WinSpice and Solid: SLeEC
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4 Companion Models for Circuit Simulation

4.1 Introduction

SLeEC can be used for linear transient simulation of circtstmade up of inductors with
mutual inductance, capacitors, and resistors. The advangg of SLeEC is the unconditional
stability by which signi cant speed up can be obtained overhe conventional time-domain
schemes that are limited by the Courant condition. In the semd step of the SLeEC
algorithm, shown in Figure 10, the circuit components are pdaced by their respective
Laguerre-domain companion models. Companion models for arductor, capacitor, and

mutual inductance are derived in Chapters 4.2, 4.3, and 4.5.

4.2 The Companion Model of an Inductor

The Thevenin and Norton forms of the companion model for an ductor of value L is shown
in Figure 23. Thestructure of the companion models are the same for both an inductor as

well as a capacitor. The current through the inductor at timet is i(t). The initial current

L C
yA m VB oyA ’ VB
+ = - + |k, 5
i, i(0) VA VAR()
Thevenin
V,;‘ Rg".j;‘wp_'[' Vilzd.-‘cup.T \.;".'II'.\l.L";IP.l Vj
L e S e T
— .
Ip
Norton
Rindfcap.N
4 I'f].ll'|{|.-'\.‘-E!D_|\
VP- VPB
ip Iinda’cap.N in
©

Figure 23: The Thevenin and Norton forms of the companion metl for an inductor or a

capacitor.
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through the inductor is i(0) and the direction of the current ow is marked by the arrovs
shown in the gure. The voltages at Node A and Node B arg”(t) and VB (t), respectively.
Vvt and V2 represent thep™ basis coe cients of the voltagesv” (t) and V8 (t), respectively.
The p™ basis coe cient of the branch currenti is marked asiy.

In the Thevenin form, an inductor is replaced by a resistor irseries with two voltage
sources. The voltage source marked,ing=cap: 1S @ function of the initial current through

the inductor and represents the initial condition. The vale of the series resistor is
Ring:r = 0:5Ls; 12)

wheres is the time-scale factor and the subscrip stands for Thevenin. The value of the
rst voltage source is a function of the previous DC results fothe branch currents. The

value of the rst voltage source is

X 1
Vingt = LS Ik (13)
k=0;p 1
In the rst DC analysis that is done for p = 0, Vipg.r IS set to 0. The value of the second
voltage source is

Vo;ind;T = Lsi (0): (14)

The rest of the chapter presents the mathematical derivatioof the companion model.

The voltage across the inductor is given by

VA VB = L% Li (0) (t): (15)

The time varying current and voltages,i, VA, and VB, can be written as a sum of Laguerre

basis functions as

. >4 .
= Iq" q(t) (16)
q=0
b
VA= VA () (17)
q=0
b3
VB = VB () (18)
g=0
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The variablesiq; VA

4 and VqB are the d" basis coe cients of the current and voltages. |

is the " basis function de ned in Equation 7 andt is the scaled time de ned in Equation

8. The time derivative of U can be written in the Laguerre domain as [13]

du d X
o T odat Ug' q(t)
q=0
X X1
= s 0:5U, + Uc ' g(t): (29
g=0 k=0;q 1

Substituting Equations 16-18 in Equation 15 and using the tne-derivative relationship in

Equation 19, Equation 20 can be obtained.

X X % Xt _
VA o(8) VE ()= Ls  O5ig+ i " 4t) Li(0) () (20)
g=0 g=0 q=0 k=0:q 1

Multiplying Equation 20 by ' ,(t), integrating over time [0;1 ], and using the orthonormal

property of basis functions given in Equation 6, Equation 2tan be obtained.

X 1
V) VP =Ls 05ip+ ik  Lsi(0) (21)
k=0;p 1

In deriving Equation 21, Equation 22 is used when integration the delta function term.
Z 1

. (1) p(dt =" p(0) = s (22)

Equation 21 can be represented in the Thevenin form by a regisin series with two voltage
sources with the values given in Equations 12-14.
Equation 21 can be rearranged to obtain a Norton representah. Solving fori, in

Equation 21, Equation 23 can be obtained.

xl
vV V) 2 i (23)

. . 1
|p:2|(0)+ O— p
) k=0;p 1

5Ls

The Norton representation of the companion model for an inador is a resistor and two
current sources, all in parallel con guration. The Norton epresentation is shown in Figure

23. The value of the resistor term is
Ring:n = 0:5Ls: (24)
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The value of the current source that represents the initialandition is

The value of the second current source that is placed in palal with the other components
is
X 1
lingn =2 K (26)
k=0;p 1
Using KCL and KVL equations it can be veri ed that the companbn models satisfy

Equations 21 and 23.

4.3 The Companion Model of a Capacitor

The companion model of a capacitor in the Thevenin and Nortoforms are also shown in
Figure 23. The voltage across the capacitor at timeis VA8 . The initial voltage across the
capacitor of value C isV#® (0) and the polarity of the voltage is shown in the gure. V*
and VpB represent thep basis coe cients of the voltagesVA(t) and VB (t), respectively.
The p™ basis coe cient of the branch currenti is marked asiy.

The Norton form of the companion model for a capacitor is twowrent sources and a
resistor placed in parallel, as shown in Figure 23. The cumesource marked! o;ind=cap:n IS @
function of the initial voltage across the capacitor and resents the initial condition. The
value of the parallel resistor is

1
Reapn = =———; 27
N = 0:5sC 27)
where s is the time-scale factor. The value of the rst independent wrent source is a
function of the previously solved DC nodal voltages acroské capacitor. The value of the
current source is
X1 X1
Icap;N = SC VkA VkB . (28)
k=0;p 1 k=0;p 1

The value of the current source that represents the initialandition is given by
lo;capin = sCVA® (0): (29)
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The derivation of the companion model of a capacitor is sinait to an inductor. The current
through a capacitor is given by

dvAB
dt

i=C CV”8(0) (t): (30)

The time-domain current and voltages can be written in term®f the Laguerre basis func-
tions that are given in Equations 16-18. Substituting thesento Equation 30, using the
time-derivative relation in Equation 19, multiplying both sides by’ (t), integrating over
time [0; 1 ], and using the orthonormal property of Laguerre basis futions given in Equa-
tion 6, Equation 31 can be obtained.
X1 X1
ip=0:5sC(V*  V7)+ sC VA Vs sCV*B (0) (31)
k=0;p 1 k=0;p 1

In deriving Equation 31, Equation 22 is used when integratop the delta function term.
Equation 31 can be represented in a Norton form by a resistond two current sources, all
in parallel, as shown in Figure 23.

Equation 31 can be rearranged to obtain a Thevenin represation of the companion

model. Solving foerA VpB in Equation 31, Equation 32 can be obtained.

1 X1 X1
(VAR VARE mi +2VAB(0) 2 vA V2 (32)
) k=0;p 1 k=0;p 1

The Thevenin represention for the companion model of a captr is a resistor in series
with two voltage sources. The value of the resistor is giveryb

1

Ryt = —— - 33
T = 0:5sC (33)
The value of the voltage source that represents the initialondition is given by
Vocapt = 2V*8 (0): (34)
The value of the second voltage source is given by
X1 X1
Veapr = 2 VA VA (35)
k=0;p 1 k=0;p 1

Using KCL and KVL equations it can be veri ed that the companbn models satisfy

Equations 31 and 32.
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4.4 Transient Simulation of Inductor and Capacitor (LC) Cir cuits

The series LC circuit, which is shown in Figure 24, was simuéd using the SLeEC method-
ology given in Figure 10. The companion model for the circuih Figure 24 is shown in
Figure 25. The input to the circuit is a triangular waveform wth a 10ps rise/fall time

and a delay of 1@s, as shown in Figure 12. The value used for the time-scale factis

InH IpF

Transient
Source 5

Figure 24: A series LC circuit.

Is \T‘Ik 0.5sC
iy 0.5Ls e A
JVAVAY. ¢ ) '7
DC e [ )
Fon gl SOME N — o
vy <|) Toso S
#0571

Figure 25: The companion model for the circuit in Figure 24.

s =3:0 10 The transient voltage across the capacitor, using 200 bastoe cients, is
plotted in Figure 26. The solid line has been obtained usingtBEC and the dotted curve
is the result from a commercially available circuit-simuleor tool called WinSpice®. The
simulation results show a good match up to:@2ns. By increasing the number of basis
functions to 400, a good match is obtained up to:Bns, as shown in Figure 27. The solid
curve abruptly terminates around 05ns. As mentioned earlier in Chapter 3, simulation will
have to be restarted using initial conditions for longer sioiation.

The second example is an LC network with 102 nodes that is shown Figure 28. The

values of the capacitors and inductors arenE and InH, except for the capacitors connected
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at Nodes 101 and 102 and the inductor connected between Nod64 and 102, which arefF
and IfH . The presence of the small valued capacitors and inductorsresiderably reduces
the time step resulting from the Courant condition. SLeEC, Wwich is unconditionally stable,
has a signi cant advantage over FDTD. Simulation of this cicuit using FDTD for 100ns
requires over 10 10 iterations, but simulation using SLeEC needs only 400 itet@ns.

The simulation results are plotted in Figure 29. The dotted arve has been obtained
using WinSpice€ and the solid curve is by using SLeEC. The input waveform is aiangular
input with a rise/fall time of 4 ns and a delay of hs. The time-scale factor used is =
3.0 10.

4.5 The Companion model for Mutual Inductance

In this section, the companion model for inductors with mutal coupling is derived. Two
inductors, L1 and L2 with coupling M, is shown in Figure 30. Tk voltages across the
inductors areV; and V, whose polarities are as shown in Figure 30. The direction dig
current through the inductors is given in Figure 30. Using th dot convention the voltages

across the inductors including initial conditions are give by

di di i )
Vi = L1$+ M g L1i1(0) (1) Mi(0) (1) (36)
Vo= MO LS ML) (0 Laia(0) (0 (37)

In Equations 36 and 37,i1(0) and i,(0) are the initial current through the inductors at
time t = 0. The Laguerre-domain equations, Equations 38 and 39, e¢esponding to the
time-domain di erential equations, Equations 36 and 37, aabe obtained using a procedure

similar to Chapters 4.2 and 4.3.
! !

Xt X1
VP =sL; 05if+ iX  sLii;(0)+ Ms 0:5i5+ i% Msi,(0)  (38)
k=0;p>0 | k=0;p>0 I
Xt Xt
VP =sL, 055+ i5  sLai(0)+ Ms 0:5i)+ iX  Msiy(0)  (39)
k=0;p>0 k=0;p>0

Equations 38-39 can be represented using the Thevenin modélown in Figure 31. The
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Figure 28: An LC network.
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Figure 31: The companion model for mutual inductance in the Aevenin form.

values of the resistors are given by

Ra =0:5L;s (40)
Rg = 0:5L,s: (42)

The current-controlled voltage sources are

VECVS = 0:5Msi? 42
A 2

VeCVS = 0:5Msih: (43)
The independent voltage sources, which represent the iraticonditions, are

Vit = | ;si1(0)  Msi,(0) (44)
Vit = L,siy(0)  Msiq(0): (45)

The independent voltage sources, which represent tinstory terms, are

Xt Xt
Vi = sk, iX+ Ms i% (46)
k=0;p>0 k=0;p>0
X1 X1
Vit = s, i5+ Ms iX: (47)
k=0;p>0 k=0;p>0

38



The companion model in the Norton form can also be obtained.oing for i} and i} in

Equations 38 and 39

. 2 Xt oo 2M . M, 2m X'
iP= VP 2 i +2i,0)+ S=i,(0) —if i5 (48)
Lis k=0;p>0 L1 L L1 om0
1 1
. 2 . . 2M M, 2M X°
b= VP 2 i5+20p(0)+ T=in(0) il T i1 (49)
L,s Lo L> Lo
k=0;p>0 k=0;p>0

Equations 48 and 49 can be represented in the Norton form asosin in Figure 32. The

Ga Gg
o
IE o L0005
/ \1 ¥ | B s '\\
.|I—P ." ‘—p. }
i T - S
= T — = 3 —
iy )4 5 2
4 f— — |
.--._,-"’ %, el
" B
T T
{4 iz
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Figure 32: The companion model for mutual inductance in the dfton form.

values of the conductances are given by

2
Ga= — 50
S (50)
2
Gg = —: 51
5= T (51)
The current-controlled current sources are
M.
18608 = —if (52)
L,
M.
15 = —if: (53)
L,
The independent current sources that represent the initiatonditions are
ini . 2M .
A" =2i,(0) + L—lz(o) (54)
1
ini . 2M .
Ig" =2i,(0)+ L—|1(0)3 (55)
2
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The independent current sources that represent thieistory terms are

X 1 M X 1
IN= 2 i% . i% (56)
k=0;p>0 1 k=0;p>0
X 1 M X 1
1= 2 i% T iX: (57)
k=0 :p>0 2 k=0;p>0

Using KCL and KVL equations it can be veri ed that the circuit models in Figure 31 and
32 satisfy Equations 38-39 and Equations 48-49.

4.6 Summary

The Laguerre-domain companion models for an inductor, mu&liinductance, and a capaci-
tor have been derived in this chapter. These models can be dge do transient simulation

using Laguerre polynomials using the Spice simulator.
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5 Companion Models of the FDTD grid for EM Sim-

ulation

5.1 Introduction

The companion models of the FDTD grid in 1D, 2D, and 3D are dexgd in this section. By
using the companion models, the number of unknowns in the mat to be solved can be
reduced without the use of long and cumbersome equations. & scompanion models enable
the use of Spice to do transient EM and circuit simulation usg Laguerre polynomials. The
1D, 2D, and 3D companion models for the FDTD grid are derivediChapters 5.2, 5.3, and
5.4,

The Maxwell's equations in the di erential form consists ofthe following set [10] and

are summarized here for convenience:

@4 _ 1 @5 @&

@ @z ey (8)

These set of equations can be conveniently represented gsthe equivalent circuit model
developed in Chapter 5.4.

A note on the accuracy of transient EM simulation using Laguee polynomials compared
to the conventional time-domain scheme. FDTD is second-cedaccurate in both the spatial
and the time domain [10]. The spatial discretization is theane in both SLeEC and FDTD.
Therefore SLeEC is also second-order accurate in the spatimain. In the time domain,
however, in an ideal situation when an in nite number of basi coe cients are used, Laguerre

FDTD and SLeEC are exact solution without any approximatios. Since a nite number
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of basis coe cients are used in the simulation, the exact solion is approximated. It will
be shown in Chapter 6 that a time-domain response is very séh& to the number of
coe cients that are used to generate it. It will be demonstraed later through test cases
that more number of coe cients does not mean results with beéer match with the FDTD
scheme. There is no range for the number of coe cients that vatd give a good agreement
with the FDTD results. To obtain an optimal match with the FDT D scheme, the number
of basis coe cients that must be used should be a specic nundy and the methodology
to determine this number is explained in detail in Chapter 6. The optimal number of
coe cients to generate the time-domain response varies witevery test case, as well as
between dierent probe locations within any particular te$ case. Numerous test cases
have been simulated to verify the proposed algorithm for cleging the optimal number of

coe cients.

5.2 1D FDTD

A 1D FDTD grid is shown in Figure 33. The only elds present areH, and E,. The
positions of the electric elds are marked by and those of the magnetic elds are shown by
. The boundary conditions on either side of the grid are perdeelectric conductor (PEC)

boundary conditions.

The companion model of the FDTD grid is described before thesdvation. The circuit
model of a unit cell in an FDTD grid in terms of resistors, indpendent voltage sources, and
independent current sources are given by the second sub guin Figure 33. At the end of
the " DC analysis, the nodal voltages and branch currents repregehe " Laguerre basis
coe cients of the electric elds and the magnetic elds, repectively. The value of theq™"
Laguerre basis coe cient of the electric eldE,j! is represented by the nodal voltage marked
V;* and the magnetic elds on either side of,j!, Hyj! ,_, and HJji.1-,, are given by the
branch currentsl * ,_, and | %, _,, respectively. The circuit model of the unit cell is cascade
to represent as many unit cells as needed. The model is termiad by a short circuit on
both the sides to represent the PEC boundary conditions. Merelaborate discussion on the
implementation of di erent types of boundary conditions isgiven in Chapter 5.5. The nodal

voltages represent electric- eld coe cients and the shortircuit forces the nodal voltage to
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Figure 33: The companion model for a unit cell in an FDTD grid.

be zero, therefore modeling a PEC boundary. The values of tkemponents are

S X
Rl = 2
Xl
i 12 = 2HY" Ji 12 2 HJji 1=
k=0;9>0
2
R =
TH ”
239 L .
Vry = SZJ' 2 EXji +2EM;,
k=0;g9>0

(64)

(65)

(66)

(67)

, represent the material properties of the medium, x is the unit-cell dimension, H,"™

and EI" are the initial conditions of the electric and magnetic eld at the location marked

by their subscripts, ands is the time-scale factor given in Equation 8. The remainingestion

presents the derivation of the circuit model.

Maxwell's equations with initial conditions in 1D can be writen as

@K : _1@E
ot Hy(;0) (t) = T @x
@E . _ 1@y
"ot Ez(r0) (1) = - “@x J;
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Hy(; 0) and E,(*; 0) are the initial values of the magnetic and electric elds @aposition +.
(t) is the Dirac delta function. Hy(¥;t); E,(+t), and J,(+;t) can be written as the sum of

N Laguerre basis coe cients given by

D( 1
Hy(5t) = HJ(H)' q) (70)
=0
X 1
E.(rt)=  EJ(H) o) (71)
J(rt)= (P 1) (72)
g=0

Substituting Equations 70-72 into Equations 68-69, usinght time-derivative relationship
given in Equation 19, and by applying the orthonormal propdy of the Laguerre basis

functions given in Equation 6, the following equations canéobtained:

X1 .
Hljis1=2= 2 H)I/(ji+1=2 +2H;,mtji+1=2+s Efiis1  EJii (73)
k=0,0>0
Edi= 2 X BN, +2EM i+ —2_ HY HJj 2 39 74
i = z)i 2 it o Hylim= Hyli2 =70 (74)
k=0;9>0

In deriving Equation 73-74, Equation 75 is used when integiag the delta function term.
Z 1

. (1) p(dt = 8" ,(0) = s (75)

The circuit model of the FDTD grid in Figure 33 satis es Equatons 73-74. The PEC
boundary condition dictates that the electric eld be zero ér all the Laguerre coe cients.
This is taken care of by ashort circuit, forcing the electric- eld Laguerre coe cients to be
0.

The matrix to be solved can be set up using the stamp rule [14The unknowns to be
solved are the nodal voltage¥,® and the currents through the independent voltage sources
Vi, . One possible way of reducing the matrix dimension that needto be solved is by
substituting Equation 73 into Equation 74, so that the only unknowns that needs to be
solved are the coe cients of the electric elds. However, tfs procedure is very cumbersome

due to the length of the equations that needs to be manipulade An easier approach is to
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convert the Thevenin representation of the circuit, lookig into the circuit marked by the

double arrow, into a Norton form as given by the third sub gue in Figure 33.

Rn = Rtu (76)
Vq

19 = _TH 77

N RTH ( )

In the Norton representation, the only unknowns are the nodavoltages, which map to the
electric- eld coe cients. The branch currents that represent the magnetic- eld Laguerre
coe cients can be obtained from the solved nodal voltages i®(1) time using KCL and KVL

equations. The companion model is updated using th@" DC solution before performing

the (g+ 1) DC analysis.

5.3 2D FDTD

A 2D FDTD grid with H;; E4, and Ey elds is shown in Figure 34(a). As mentioned earlier
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(@) A 2D FDTD Girid. (b) The circuit model for the 2D FDTD grid.

Figure 34: The companion model for the 2D FDTD grid.

in Chapter 3, transient simulation using Laguerre polynonails must be restarted at the end
of a time interval. Initial conditions must be included in the di erential equations to enable

restarting the simulation. Time-domain Maxwell's di erential equations without including
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the initial conditions are given in [13]. Including initial conditions, similar to the 1D case,

the Laguerre representation of Maxwell's equations for th2D case, consists of the following

set:
E?J};ﬁ% ZE;/mtji;p% = C>I<El-i;j ngi+%;j+% Hi Li+i
2 Xt
S_J)%i;j+% 2 Eylij+1 (78)
k=0;g>0
E)?ji+%;j 2E>i<nitji+%;j = C)I/Eji;j ngi+%;j+% quji+%;j %
Xl
2 Efjnyy (79)
k=0;9>0
quji+%;j+% 2H;nit ji+%;j+% = C>|<-|ji;j E)?ji+1;j+% Eyji;j +1
1
+C3}/_{ji;j E)?]H%;j +1 E)?ji+%;j 2 H;(ji+%;j+% (80)
k=0;q9>0
where
2
Cyliij = 81
v li Sij Y &)
2
Celij = 82
i =g (82)
2
Cljij = ———— 83
x Jiij S5 X (83)
Clijij = ———— 84
v i S Y (684)

The two sub gures in Figure 34(b) represent the circuit modeof the unit-cell shown in
Figure 34(a). The nodal voltagesVij +1-> and Vii1j+1=, in the rst sub gure in Figure
34(b), represent theq" Laguerre electric eld basis coe cients, Efij +1=2 and Eflji+1 412,
respectively. The nodal voltages/.1-p; and Viy1-;+1, in the second sub gure in Figure
34(b), are theq™ Laguerre electric eld coe cients Efji+1=p; and Egji+1 =1, respectively.
The branch current markedli;1-;j+1-, are the same values in both the sub gures and

represent theq" Laguerre magnetic eld coe cient H%i.; -2j+1=2. The values ofR; and
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Vrhjij+1=2 are

R, = CE (85)
- 2 X1

Vrulij == 2B fijer S hllier 2 Eyiij+1 (86)

k=0;0>0

The values ofR; and Vryjiv1—; are
Ry = CJ (87)
X 1
V1 jis1=2; :2E>I<mtji+%;j 2 E>I<(ji+%;j: (88)
k=0;9>0

Equations 85-86 model Equation 78; Equations 87-88 model i&dion 79. The values of

IvaI;l, IvaI;2, Ival;3, R3, and I:24 are

» X1
lvai;1 = 2H£mtji+%;j+% 2 H;(ji+%;j+% (89)
k=0:g>0

lvai:2 = C;* Visi=2j+1 Visi=2; (90)
lva:a = Cf' Vijraz2  Visrje= (91)

1
Rs = 92
3= Cn (92)

1
R4 = @: (93)

Equations 89-93 model Equation 801,,.2 and |43 in Figure 34(b) are shown by dotted
circles and are voltage-controlled current sources that gple the two circuits together. It
can be veried from KCL and KVL equations that Equations 85-@ represent Equations
78-80.

The number of unknowns that needs to be solved using MNA can leduced by con-
verting the Thevenin representations into the Norton equilents. Looking into the circuit
marked by the double arrowshown in Figure 34(b), the Thevenin circuit can be converted
into the Norton model using Equations 76-77 in Chapter 5.2. e number of unknowns
can also be reduced by substituting Equation 80 into Equaties 78-79, such that only the
electric- eld Laguerre coe cients need to be solved [13]. blvever, this is a lot more cum-

bersome than converting from the Thevenin to the Norton equalent circuit form. It should
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be noted that both of these methods to reduce the number of un&wns result in the same
matrix dimension. However, reducing the unknowns by the Thenin-Norton conversion is

much simpler.

54 3D FDTD

The standard FDTD Yee cell is shown in Figure 35 [28]. The cressections of the FDTD

Figure 35: The standard Yee cell.

cell at the locations marked by the dotted lines in Figure 35ra shown in Figure 36. These
represent the cross sections as viewed by standing on thd +of y, x, and z axes and
facing the Yee cell. In the circuit model, as before, the notlsoltages represent the basis
coe cients of the electric elds and the branch currents repesent the magnetic elds.

Two of the six Maxwell's di erential equations are given in Euations 94 and 95.

at HZ" () @y @x (94)
@5 i . 1 @H @H
et 7 W77 @z ax ¥ (3)

The initial conditions are explicitly included in the di er ential equations before converting
them to the Laguerre domain, to enable restarting the simuteon beyond a certain time

duration, as explained in Chapter 3. Using a procedure sirail to Chapter 5.2, Equations
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94-95 can be converted to the Laguerre domain as given in Egoas 96- 97.

qi init ; - Hi g g
Halivgge e 2HZ Jivggein = Gl Bylimgein Bylijein +
X 1
H: . - k;
Cy liji E)?Ji+%?i +1:k Egli+%;j;k 2 HZJ”%?J*%?" (96)
k=0;9>0
q; init ; - Ej.. 9 |
Evlij+rn 2By Jy+1x = Clliie Hiiegjezw Hzli 1jeix
2 X*
Ei ai ai 9 ‘]
+C Jijk HxJi;j +2k+ 3 HxJi;j +3k 3 S_Jyji;j +7k 2 Eyji?j + ik (97)
k=0;g>0

Equations 96-97 can be represented in a circuit form as shown Figure 37. Figure 37
represents the circuit model for the magnetic eldH}ji;1-2j+1-2k and the electric eld
Eliij +1=2x, at the location marked by the solid edges and their interséon in Figure 36.
Only the partial 3D model for a unit cell is given in Figure 37.The complete model can be
derived in a similar fashion.

The branch currents represent theg™ Laguerre basis coe cients of the magnetic elds

and are given by

Holiv 1410 = Liv 14 1 (98)
P TR L I P (99)
H)?ji;j kel = | i+ Lk+ 1 (100)
Hi; stk 17 ljazw L (101)
The nodal voltages represent the" basis coe cients of the Electric elds.
Eglii; + 1y = Vij sk (102)

The branch-current circuit represents Equation 96 and theicuit connected to the node

with voltage V;; +1 . represents Equation 97. The values of the branch-currentrcuit are

1
Iva|;1:2H;nitji+%;j+%;k 2 H;(ji+%;j+%;k (103)
k=0:q>0
lvai;2 = C;' Vietjmx Vis Lk (104)
1
Ri= —: 105
=g (105)
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The circuit connected to the node with the voltage marked/;; +1 o« have the values

lvai;3 = Ii;j +3k+ 3 Ii;j +3k (106)
Iva|;4: Ii Li+ ik Ii+%;j+%;k (107)
R,= Cf (108)
Rz = CE (109)
2 X*
Vsrcji;j + 3k = ZE)I/mt ji;j + 3k S_‘])(/:IJIJ + 3k 2 El;ji;j + %;k: (110)
k=0;q>0

The number of unknowns that needs to be solved in DC analysiart be reduced by using
the Norton equivalent form looking into the circuit marked ly the double arrow in Figure

37. The values of the Norton equivalent circuit are given by

_ IvaI;3R2 + Vsrc IvaI;4R3
In = Rt R (111)

RN = R2 + R3 (112)

In has terms involvingl .3 and |44 and is therefore a current-controlled current source.
In MNA analysis, the current-controlled current sources imoduce additional unknowns,
besides the unknown nodal voltages [14]. Howevdr, can be implemented as voltage-
controlled current sources and independent current soucdy stamping the current in a
branch. A voltage-controlled current source doesot introduce additional unknowns besides
the unknown nodal voltages [14]. The unknowns to be solvedeaonly the electric- eld
coe cients, which are the nodal voltages, and the matrix dinension to be solved is in its
optimal form.

With the values given by Equations 103-112, it can be veri edising using KCL and
KVL equations that these satisfy Equations 96-97. The pardl model in Figure 37 can
be completed in a similar fashion to satisfy the complete seif 3D Maxwell's di erential

equations in the Laguerre domain.

5.5 Boundary Conditions

Di erent types of boundary conditions can be easily represéed in the companion model.

The companion models, besides making the implementationsger, o er a very elegant way
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Figure 36: The Sections of the Yee cell, which are marked by the dotted linas Figure
35, parallel to thexz, yz and xy planes, respectively. The dots indicate the direction of #n

elds pointing out of the page.

Figure 37: The companion model of the 3D FDTD grid in the Laguee domain.
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to implement the algorithm. The models for the perfect elecic conductor (PEC), perfect
magnetic conductor (PMC), and the absorbing boundaries amgresented in Chapters 5.5.1,
5.5.2, and 5.5.3.

5.5.1 Perfect Electric Conductor (PEC) Boundary

In the PEC boundary, the tangential electric elds to the bowndary are set to zero. As
shown in Figure 38, the PEC boundary is implemented by settgha node to ideal ground.

In Figure 38, the vertical bars represent the positions of thelectric elds on the grid and the

Figure 38: The PEC boundary condition.

symbol represent the locations of the magnetic elds. The last nodevhich represents the
electric eld that is tangential to the boundary, has been seto zero. In SLeEC, the nodal
voltages represent electric eld coe cients. By setting tre nodal voltages, which correspond
to the tangential electric elds to the boundary, to zero, the PEC boundary condition can

be implemented.

5.5.2 Perfect Magnetic Conductor (PMC) Boundary

In the PMC boundary, the tangential magnetic elds to the bowndary are set to zero. As
shown in Figure 39, the PMC boundary is implemented by leavina branch, whose current
corresponds to the magnetic eld that is tangential to the bandary, open circuit. In Figure
39, the vertical bars represent the positions of the electrields on the grid and the symbols

represent the locations of the magnetic elds. The currentni the last branch, which
represents the magnetic- eld coe cient that is tangential to the boundary, is set to zero.
By leaving the branch open circuit, the current through the banch is forced to be zero,

thereby implementing the PMC boundary condition.
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Figure 39: The PMC boundary condition.

5.5.3 Absorbing Boundary Condition (ABC)

An absorbing boundary condition of the type given in [13] cahe implemented by a voltage-
controlled voltage source in series with an independent vage source, as shown in Figure
40. The nodes that correspond to thde, elds that are tangential to the boundary are

terminated in the manner shown in Figure 40.

Figure 40: The absorbing boundary condition.

5.6 Summary

The companion model of the 3D FDTD grid was derived. The comp&oon model permits
a very elegant implementation and transforms solving a syst of linear equations into
DC analysis. The equations can be setup using the stamp rule imodi ed nodal analysis.
The number of unknowns to be solved can be reduced without these of long cumbersome
equations. The circuit representation of the PEC, PMC, andhe ABC boundary conditions

were presented.
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6 Choosing the Correct Number of Laguerre Basis Co-

e cients

6.1 Introduction

The nal step in the SLeEC methodology is generating the tim&omain waveform using
the Laguerre basis coe cients that is calculated from the DCanalyses. The time-domain
waveform is extremely sensitive to the number of coe cientghat is used to obtain the
waveform and the correct number of coe cients must be used fanaximum accuracy. An-
alytical formulae for determining the correct number of coeients, such as [13], have been
proposed. In this thesis, however, a numerical way to chootiee optimal number of basis
coe cients has been suggested. Based on the test cases thalvd been simulated, it has
been determined that the numerical approach to nding the caect number of coe cients
is the best method.

The time-domain waveforms obtained using the correct numband the incorrect number
of Laguerre basis coe cients are illustrated with results fom a test case that is shown in

Figure 41. The structure to be simulated is two parallel plaes sandwiched between dielectric

Figure 41: A 2D power-ground plane structure.

material of relative permittivity 3.4. The elds are approximated with only E,, Hy, andH,.
The metal planes are 106m 50mm. The source waveform is a Gaussian pulse placed at
the center of the cells marked, in the gure. The cells are Inm 1mm, with a ne mesh

of size Inm 10m at the center of the plane. The time-domain waveform of the ettric
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eld at the location marked probe is computed.

The time-domain electric- eld waveform using an incorrechumber of basis functions is
shown in Figure 42. The dotted waveform has been obtained ogithe conventional nite-
di erence time-domain scheme and the solid waveform by uginSLeEC. As shown in the
gure, the waveform obtained from SLeEC is very oscillatoryvith a large error. The time-
domain waveform between 0 5ns using 362 basis functions, which is the optimum number,
is shown in Figure 43. Clearly, the time-domain waveform isewy sensitive to the number of
basis coe cients. Choosing the optimum number of coe ciens through numerical analysis

is presented in the next subsection.

6.2 Methodology

Let fEo; Eq; :::; Eq@ be the coe cients using which the time-domain waveform is geerated.
Based on the test cases that have been simulated, the rightlwa for g for a 5ns simulation
interval lies between 150 400. The time-domain waveform is very sensitive tq and there

is no range of values foig, which gives the right time-domain waveform. Only a few disete
values forq that can be scattered anywhere between 150 and 400 generatesright time-
domain waveform. In the methodology presented, there is n@ed to know the approximate
bounds between which the right value foq lies.

Coe cients fEq; E1;::;; Eq,. O are solved using the SLeEC methodology. The last coef-

cient gnax IS Set to an empirically determined value. Based on the tesases simulated 500
coe cients are su cient to represent the time-domain waveform for an interval of 5ns used

in the simulation. There are two steps involved in determimig the right value for q:

1. If gis chosen to be small, the time-domain waveform does not hase cient energy
content. For example, as shown in Figure 44, the time-domawaveform does not
have su cient energy content for g = 50. The solid line is the result using SLeEC
and the dots are obtained using the conventional FDTD schemeAs shown in the
gure, the SLeEC waveform decays to zero as a result of the sthaumber of basis
coe cients used to generate the time-domain waveform. Therst step is to nd the q

above which the corresponding time-domain waveform has saient energy content.
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Figure 42: The time-domain waveform generated using 179 m$unctions.

Figure 43: The time-domain waveform generated using 362 m$unctions.
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Figure 44: If a small value forq is chosen, then the time-domain waveform does not have

Su cient energy content.

The value for g above which the time-domain waveform has su cient energy Wibe

referred to astnee- The reason for choosing this name will be explained in a late

section.

2. If a value forq is chosen such that although the time-domain waveform has sient
energy content, the error can be large, as shown in Figure 4Zhe second step is
to choose the right value forg among the set of values Ginee; :::; Gnax g that has the

maximum accu racy.

The two steps are explained in detail in the following paragphs. The methodology
will be illustrated using results from the test case shown ifrigure 45. The test case is
simulated in 3D. The test case is terminated with PEC boundat The number of FDTD
cells in the simulation is fx; ny; nz) = (30;50;, 10). The planar metallization is located on

the top surface of the cells with z-coordinatek = 0. Modulated Gaussian waveform is used

Figure 45: A planar structure with multiscale dimensions.
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as the source waveform and is located at cell (1BL 0), marked source in Figure 45. The

electric eld E, is probed at cell (1535;7).

6.2.1 Energy analysis to nd  Gnee (Step 1)

The time-domain waveform resulting from using a small numbef basis functions has little
energy content. The energy content of a time-domain waveforas a function of the number
of basis functions used to generate the corresponding tidemain waveform, starts close
to 0, increases steadily and attens to a constant value, ashi¢ number of basis functions is
increased. The energy pro le as a function of the number of bes functions for the example

in Figure 45 is shown in Figure 46.

Figure 46: Energy as a function of the number of basis coe amrs using Scheme 1.

Two di erent schemes have been proposed to calculate the egg content of a time-
domain waveform. Energy content calculated using Equatiofl3 by a summation of the

square of the time-domain waveform values will be referred as Scheme 1.

izxxl 1
E(q) = JWoliTj? (113)
i=0
E (g) is the energy content of the time-domain waveform generateusing basis coe cients
fEo; E1; i Eq0; Wy is the time-domain waveform generated using theg@ 1) basis coe -

cients, andN is the number of discrete time points making up the time-doma waveform.
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The energy of the time-domain waveform as a function of the mber of basis functions
increases steadily untilgkh,ee = 50 and then attens out. From the energy pro le, it can be
seen that the value forg > gknee has su cient energy content. Gknee IS the point where the
energy pro le becomes at. The subscript has been labelekhee appropriately from the

resemblance of the energy pro le to a knee.

6.2.2 Finding the right value for g (Step 2)

The right number of basis functions can be chosen by doing arr@ analysis. Minimizing
the error at time t = 0 is su cient to determine the right number of basis coe cients. The
optimal value for g is chosen amond Guee; :::; Ghax 9 that has the smallest error at time
t=0.

By using a source waveform with the initial value zero, the kl values at all locations
also have the value zero at time& = 0. By starting the simulation in a known state, the
initial value is known. The source waveform used is a Gaussigulse that is shifted in time
to ensure zero value at timg = 0. Therefore, FDTD is not needed to determine the initial
value at time t = 0. The normalized error at timet = O for q betweengee and Gnax IS
shown in Figure 47. The normalization is done with respect tithe smallest error that occurs
for oppt, @s shown by the dotted circle in the gure. The time-domain aveform generated
using coe cients f Eq; Ej; ::;; Eq,, 9 is shown in Figure 48. There exists a small discrepancy
between the FDTD waveform and SLeEC toward the end of the inteal, as indicated by
the dotted circle. This discrepancy has been resolved usiagmore accurate evaluation of

the energy content of a time-domain waveform, as explained the next section.

6.3 Improved Methods to Calculate Energy

In order to choose the right number of coe cients, the energgontained in the time-domain
waveform as a function of the number of basis coe cients nesdo be calculated. In the
method that was mentioned earlier in Chapter 6.2, the energgontent is calculated from

the time-domain waveform by computing the sum of the squares the discrete transient
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Figure 47: The normalized error at timd = 0 as a function of the number of basis coe cients

using Scheme 1.

Figure 48: The time-domainE, eld obtained using Scheme 1.
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waveform. An alternate scheme to calculate the energy contes given by Equation 114.
i:X\I 1
E(@= Wi (114)
i=0
E (g) is the energy content of the time-domain waveform generateusing basis coe cients
fEo; E1; i1 Eq0, Wy is the time-domain waveform obtained usingq+ 1) basis coe cients,
and N is the number of discrete time points making up the time-doma waveform. The
energy de nition given in Equation
The time-domain waveform using 85 basis coe cients using Beme 1 is given in Figure
48. There is a small discrepancy between the FDTD result and_8EC toward the end of
the interval, as indicated by the dotted circle. This inacctacy is due to the \imprecise"
evaluation of the energy content of the time-domain wavefor. The energy pro le obtained

using Equation 114 is given in Figure 49. Equation 114 bettee ects the energy content

Figure 49: The energy pro le as a function of the number of b&scoe cients using Scheme

2.

and Figure 49 clearly shows that thé&nee occurs when the number of basis coe cients used
is 100. The normalized error at time = 0 is given in Figure 50. The smallest error occurs
when 245 basis coe cients are used, as shown by the dotted d&. The corresponding
time-domain waveform is given in Figure 51. The discrepanag Figure 48, which has been
obtained using Scheme 1, is not present in Figure 51, whichdhaeen obtained using Scheme
2. Scheme 2 has been veri ed for numerous examples and matlea&actly with the results

from the conventional FDTD scheme. Some of these test cases presented in Chapter 7.
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Figure 50: The normalized error as a function of the number dfasis coe cients using

Scheme 2.

Figure 51: The time-domainE, eld obtained using Scheme 2.
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6.4 Summary

The time-domain waveform generated using Laguerre basisectents is extremely sensitive
to the number of coe cients used. The examples presented eldy demonstrate that there
is no range of values which gives the best result. The optimalimber of coe cients is best

determined through numerical analysis.
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7 3D EM Simulation Results

7.1 Introduction

SLeEC requires solving a matrix of the formAx = b at every iteration. However, LU

decomposition has to be done only once because thanatrix stays constant thoroughout
the iterations. Two di erent node numbering schemes have lea considered. For both the
schemes, theA matrix is sparse and structurally symmetric. Only one of theschemes,
however, results in a banded matrix that is memory e cient fo solving a matrix using LU

decomposition. The description of the node-numbering sahes is followed by results from
3D EM test cases.

7.2 Node-Numbering Schemes

The Yee cell is shown in Figure 52. The FDTD cells are cascad&d the x, y, and z
dimensions to create a 3D mesh. For simplicity, only a singleell is shown in Figure 52,
rather than an entire 3D mesh. The cross sections of the FDTDells that are parallel to
the planesxy, yz, and the zx planes in the entire mesh are labeled 1, 2, and 3. In Scheme
A, all the nodes lying on Planes 1 are numbered rst. The nodem Planes 2 are numbered
next, followed by the nodes on Planes 3. The sparsity patterof the A matrix that is of
dimension 117712 117712 (117 712 unknowns) resulting from Scheme A is showrFigure
53. The number of nonzero entries in matriA is 1 476 652. The structural symmetry can
be clearly seen from the pattern. The matrix is always structrally symmetric for PEC and
PMC boundary conditions, regardless of the structure thats being modeled.

The sparsity pattern resulting from Scheme B for the same sicture is shown in Figure
54. The A matrix is banded, and therefore the number of nonzero entsein L and U
factors are much less than the matrix resulting from Scheme. An Scheme B, the nodes are
numbered on a cell by cell basis. The nodes within a cell arembered rst, before moving

to another cell.
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Figure 52: Planes 1, 2, and 3 in the ine cient node numberingcheme.

Figure 53: The sparsity pattern of the A matrix from an ine ci ent node-numbering scheme.

7.3 EM Test cases

Four EM test cases are presented in this section. The resubkbow an excellent correlation
with the nite-di erence time-domain scheme. The planar test cases are drawn on a single
metal layer on the top surfaces of the FDTD cells whose coondites in the z-direction is
k = 0. The test cases are enclosed in a PEC box, as shown in Figia® The bottom face
of the PEC boundary serves as the ground plane. For the fourdiecases, only the top view
of the metallization with dimensions will be shown, as showm Figure 56. For example,

Figure 56 is a shorthand representation for the actual set up Figure 55.
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Figure 54: The sparsity pattern of the A matrix that is suitabe for LU decomposition.

A graphical interface using Microsoft Excél has been developed and a sample layout is
shown in Figure 57. The planar metallization layer can be dven on the Excel le and easily
transported into the SLeEC code using a macro. The non-unifo dimensions of the FDTD
cells are also included in the Excel le, which are shown by éhdotted boxes in Figure 57.

An FDTD cell located within the mesh will be referred to with @ordinates ;j; k),
wherei, j, and k are between [Dnx 1], [Gny 1], and [Qnz 1], respectively. For the
rst three test cases to be presented, the probe locationsrfthe Ey, Ey, E;, Hy, Hy, andH,
elds are given in Table 1. The rst column is the eld componeit and the second column

is the cell coordinates whose eld component is probed.

7.4 A Split Power-Ground Plane

The rst test case is a split power-ground plane. The structte is 10nm  10mm. The
slot width has been reduced to In to make the simulation multiscale and see the speedup
obtained compared to FDTD. Dimensions smaller than fn is possible for chip-package
cosimulation. The small slot dimension also emulates the gsence of on-chip structures
along with the package.

The simulation time and the memory requirement comparing SEC and FDTD is sum-

marized in Table 7.4. SLeEC shows a speedup of 8@ompared to FDTD, at the expense of
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Figure 55: The bird's eye view of an EM test case that is enckd within a PEC box.

Figure 56: The top view of an EM test case.

Figure 57: Microsoft Excet is used as a GUI for the layout of the test cases.
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Table 1: The probe locations of the electric and magnetic db for the three test cases.

Field Component| Probed Cell
Ex (19;15,5)
Ey (20; 27,5)
E, (20; 27,0)
Hy (10; 26, 5)
Hy (20; 8;5)
H, (8;5;5)

more memory. The Courant time step used in FDTD is 4 10 ®s. The source waveform
is modulated Gaussian and is located at the location markeskc in Figure 58. The contour

maps of theE, eld with slot widths of 1 m and 20m are given in Figure 59. As expected,
the coupling to the power island is a lot less for a larger slatidth spacing. The electric
and magnetic elds that are probed at the locations given in @ble 1 are shown in Figure
60 - Figure 62. The numbers marked on the gures show the maxim amplitude of the

elds. The dotted waveform has been obtained using FDTD andhie solid waveform using
SLeEC. There is an excellent correlation between the two dedets. The captions beneath
the gures indicate the number of coe cients used to generat the time-domain waveform in
SLeEC. The methodology given in Chapter 6 has been used to dse the optimum number

of basis coe cients.

Figure 58: A split power-ground plane.
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Table 2: The memory and simulation time comparison for Testase 1.

Solver | Simulation Time | Memory

FDTD 90min. 1kB

SLeEC 30min. 150MB

Figure 59: The contour maps of the split-plane test case.

Figure 60: E, (126 basis coe cients) andE, (208 basis coe cients) elds in the split-plane
test case. Solid: SLeEC and Dots: FDTD
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Figure 61: E, (490 basis coe cients) andH, (226 basis coe cients) elds in the split-plane

test case. Solid: SLeEC and Dots: FDTD

Figure 62: Hy (259 basis coe cients) andH, (398 basis coe cients) elds in the split-plane
test case. Solid: SLeEC and Dots: FDTD
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7.5 An EBG Structure

An EBG test case 1&m 36mm is shown in Figure 63. The source waveforrd, is a
modulated Gaussian placed at the location indicated on thegure. The slot widths are

Im.

Figure 63: A 2D EBG test case.

The contour maps of theE, eld after 950ps, 120(ps, and 130(@s are shown in Figures
64, 65, and 66, respectively. The simulation time and the meary requirement comparing
SLeEC and FDTD are summarized in Table 7.5. SLeEC shows a sgep of 3 compared to

FDTD, at the expense of more memory. The Courant time step udén FDTD is 4 10 s,

Table 3: The memory and simulation time comparison for Testase 2.

Solver | Simulation Time | Memory

FDTD 90min. 1kB

SLeEC 30min. 150MB

The number of cells used in SLeEC is 3050 10. The PEC boundary condition is
used to terminate the mesh. The electric and magnetic- eldlpts at the locations given in

Table 1 are shown in Figure 67 - Figure 69.
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Figure 64: The 2D EBG contour map of thg(Ex; Ey)j eld after 950ps.

Figure 65: The 2D EBG contour map of thg(Ex; Ey)j eld after 1200ps.

72



Figure 66: The 2D EBG contour map of thg(Ey; Ey)j eld after 1300ps.

Figure 67: Ex (413 basis coe cients) andE, (413 basis coe cients) elds in the EBG test
case. Solid: SLeEC and Dots: FDTD
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Figure 68: E, (413 basis coe cients) andH, (141 basis coe cients) elds in the EBG test
case. Solid: SLeEC and Dots: FDTD

Figure 69: Hy (171 basis coe cients) andH, (141 basis coe cients) elds in the EBG test
case. Solid: SLeEC and Dots: FDTD
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7.6 On-chip Coupled Lines

The third test case is shown in Figure 70. Three coupled tramgssion lines with 10@m
spacing between the transmission lines andmin long has been simulated. The source

waveform is modulated Gaussian placed at the solid dot on thgure.

Figure 70: Three on-chip coupled transmission lines.

The contour map of theE, eld is shown in Figure 71. The electric and magnetic eld
plots at the locations given in Table 1 are shown in Figure 72Figure 74. The dotted line
has been obtained using FDTD and the solid curve is the simuian result using SLeEC.
Numbers on the gures show the maximum amplitude of the eld.The Courant time step
used in FDTD is 20 10 !®s. The simulation time and the memory requirement comparing
SLeEC and FDTD are summarized in Table 7.6. Over 70speedup has been obtained using

SLeEC compared to FDTD. The number of cells used in SLeEC is 3060 10. The PEC

Table 4: The memory and simulation time comparison for Testase 3.

Solver | Simulation Time | Memory

FDTD | 2160min. (36hrs)| 1kB

SLeEC 30min. 150MB

boundary condition is used to terminate the mesh.
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Figure 71: The contour map of theE, eld.

Figure 72: E, (49 basis coe cients) andE, (446 basis coe cients) elds of the transmission-
lines test case. Solid: SLeEC and Dots: FDTD
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Figure 73: E, (409 basis coe cients) and Hy (188 basis coe cients) elds of the

transmission-lines test case. Solid: SLeEC and Dots: FDTD

Figure 74: H, (437 basis coe cients) and H, (411 basis coe cients) elds of the

transmission-lines test case. Solid: SLeEC and Dots: FDTD
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7.7 A Chip-Package Structure

The results from a chip-package cosimulation test case isgsented in this section. The
simulation, including de ning the test case, has been doneytMyunghyun Ha, member of
the EPSILON group, Georgia Tech. The top view of the structue is shown in Figure 75.

The structure that has been modeled is on-chip interconnexin the metal layers M1 and

Figure 75: A chip-package structure with multiscale featwes.

M2, connected by vias and routed on the redistribution layerthrough the solder pads, to
the package and routed as package-level interconnects.

A feature of the chip-package structure is multiscale dimeons. The on-chip structures
are in the nm scale, the dimensions of the structure present at the intexfe betwen the
chip and the package, such as the redistribution layer, sa@d pads, are in theum scale,
and package structures such as the power-ground planes arg¢he mm range. The on-chip
structures that are in the nm scale require a very ne mesh, and therefore the simulation
time can become prohibitively large using conventional FDD scheme due to the Courant
time-step limit. Non-uniform mesh dimensions are given inigure 76 and the cross section
of the structure is shown in Figure 77. The 3D layout showinghe structure is given in
Figure 78. Time-domain response of the electric eld at theotation markedprobein Figure
75 is given in Figure 79. There is an excellent correlation tveeen SLeEC and FDTD. The
number of cells used in the simulation is 15 000. FDTD takes lag to run, while SLeEC
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takes only 5 minutes to complete. The simulation is run on a Pdum quadcore 2.4GHz

processor with 4GB RAM.

Figure 76: Non-uniform mesh dimensions simulated using HE€.

Figure 77: The cross section of the di erent metal layers.
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Figure 78: The 3D Layout of the chip-package structure.

Figure 79: SLeEC and FDTD results of the chip-package strugte.
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7.8 Summary

Simulation results from a chip-package structure were prested to illustrate the scalability
of the technique. For this test case, a speed up of over 15@s obtained compared to the
conventional FDTD scheme. The same number of FDTD cells aresed in the comparison.
The eld plots show good correlation with the FDTD scheme. Tl optimal number of
coe cients to generate the time-domain waveform are chosebased on the methodology

presented in Chapter 6.

81



8 Time-domain to Frequency-domain Transformation

8.1 Introduction

The procedure to obtain frequency-domain parameters thrgih time-domain simulation is
presented in this section. The methodology presented in thisection can be applied to

structures where voltages are well de ned. The technique dmonstrated using a test case.

8.2 A Test Case to lllustrate the Transformation

The power-ground plane that has been simulated in time donmaiusing the conventional
FDTD scheme, before converting the results to frequency-g@in parameters, is shown in

Figure 80. The 2D structure consists of two metal planes sawithed between a dielectric

Figure 80: A power-ground plane test case.

material with permittivity , = 3:8 and thickness 60n . Only the E,, Hy, and Hy compo-
nents are used to model the structure. The number of FDTD callused is 40 40 and the
perfect magnetic conductor (PMC) boundary condition is ugkto terminate the mesh. The
metal plane is 15nm 15mm. The locations markedSrc and P robewill be referred to as
Port 1 and Port 2. The ports are de ned with respect to the grond node located directly

beneath the postive terminals of the port de nitions.
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For the two port de nitions, Z;; and Z,; can be obtained from Equations 115 and 116.

_ Ffviln]a.
Ly = mhFo (115)
_ FfVy[n]o. (116)

21 = Whg:o

F is the discrete Fourier transform operator. The source wafgm for J, is the Gaussian
pulse given in Equation 117. The value for is chosen to ensure that the source waveform

has su cient frequency content between 0 20GHz.

N ng)?
J,[n] = exp % 117
n=0;12:; np=25000 =750 for t=1:0 10 %3
The voltage at Porti, V;, and the input current at Port i, |, can be obtained from Equations
118 and 119.
V, = E,dforuniformE , (118)
i = J;, x . (119)

The variables in Equations 118 and 119 are shown pictorialiy Figure 81. The cross section
of the power-ground plane, with thicknessl and uniform E,, is shown in Figure 81la. The
top view of the FDTD grid with a J, source is shown in Figure 81b. x and y in Equation
119 are the dimensions around th&, source.

The time-domain E, values at Ports 1 and 2 have been sampled everypa5 The total
simulation time is 1s. For t = 25ps, the values for and ng, which correspond to the
J, parameters given in Equation 117 for t =1:0 10 3, are 3 and 100, respectively. The
frequency values corresponding to the discrete Fourier tmaform of a time-domain response
with sampling time T and N sampled points are given by [22]

fx (units Hz) = %;k =0;L 5N L (120)

The time-domain E, waveform at Probe 1 is shown in Figure 82. The frequency-doma
parameters obtained using Equation 115, is shown in Figure88 The solid waveform is

the result from FDTD and the dotted waveform is the result fron MFDM. The MFDM
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Figure 81: Voltage and current de nitions.

Figure 82: The time domainE, waveform between 0 1s at the location marked Src in

Figure 80.

methodology is given in [18]. The solid waveform is very oBatory. The reason for the
oscillation is the nonzero steady-state value of the timeednain E, waveform, as shown in
Figure 82. By multiplying the time-domain E, waveform by the right half of the Kaiser
window, which is shown in Figure 84, the oscillation can be m@ved, resulting in a good
agreement with MFDM. The time-domainE, waveform with windowing is shown in Figure

85 and theZ,; parameters, which has been obtained after windowing of there-domainE,
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Figure 83: Z;;, 0-10GHz, without windowing and the PMC boundary conditionhas been
used to terminate the mesh. Dots: MFDM [18] and Solid: FDTD

Figure 84: The second half of the time-domain Kaiser windong function.

waveform, is shown in Figure 86. Th& 1, parameters obtained with and without windowing
of the time-domainE, waveform are shown in Figure 87 and 88. A good correlation eten

FDTD and MFDM has been obtained using windowing oE, waveforms.
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Figure 85: The time domainE, waveform in Figure 82 with windowing.

Figure 86: Z1;, 0-10GHz, with windowing and the PMC boundary condition ha®een used
to terminate the mesh. Dots: MFDM [18] and Solid: FDTD
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Figure 87: Z,,, 0-10GHz, without windowing and the PMC boundary conditionhas been
used to terminate the mesh. Dots: MFDM [18] and Solid: FDTD

Figure 88: Z1,, 0-10GHz, with windowing and the PMC boundary condition ha®een used
to terminate the mesh. Dots: MFDM [18] and Solid: FDTD
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8.3 Summary

The transformation from time domain to the frequency domainmay require the use of
windowing in the time domain to reduce ripples in the frequesy domain. An excellent

correlation with a frequency-domain solver has been obtad for the test case presented.
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9 E cient Use of Full-Wave Solvers For Chip-Package

Cosimulation

9.1 Introduction

A method by which full-wave solvers can be applied e cientlyfor cosimulation of chip-
package structures is presented in this section. The tradmnal and the proposed methods
for chip-package cosimulation are given in Figure 89. In thteaditional way, starting with the
layout of the chip and the package, full-wave solvers are uk® obtain the frequency-domain
parameters between ports that are de ned on the layout. Thaéquency-domain parameters,
which capture the parasitics of the layout, are used to do thigme-domain simulation. In the
methodology that has been proposed in this thesis, the sidrdistribution network (SDN) in
the package, the power-distribution network (PDN) in the pakage, and the on-chip struc-
tures are analyzed independently. As mentioned earlier, éhpower-distribution network is
composed of power-ground planes and decoupling capacitdre signal-distribution network
is made up of interconnects and passive terminations. Fullave solvers are used to capture
the frequency-domain parameters of the SDN, the PDN, and then-chip structures sepa-
rately and then integrated together in the following step. Te integrated frequency-domain
parameters is used for the time-domain simulation. By breakg up the problem into smaller
pieces and applying full-wave solvers on the smaller blogckbie memory requirement and
the computation time can be reduced. As a starting point, théocus of this section will be
on integration of SDN and PDN networks at the package level. e on-chip structures have
been simpli ed to current sources with a pseudo-random bittiieam to emulate the CMOS

logic.

9.2 SDN-PDN Cosimulation

Existing techniques are limited by either accuracy or timerad memory required for compu-
tation. The newly proposed transient simulation methodolgy to cosimulate SDN and PDN
is shown in Figure 90. The rst step is to separate the poweristribution network (PDN)

and the signal-distribution network (SDN). The frequency prameters of the SDN and the
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Figure 89: The traditional and proposed methodologies fohip-package cosimulation.

PDN, which capture the parasitics of the structure, are rstobtained separately and then
integrated together in the following step. The frequency pameters of the power-ground
planes can be obtained using the Transmission Matrix Metho(rMM) without the need
for full-wave solvers [16]. The frequency parameters of tiamission lines can be obtained
from the ADS* library without any numerical analysis. The second step isct integrate
the frequency parameters of the interconnects and the powground planes. Not all of the
ports resulting after the integration of the SDN and the PDN & needed for transient simu-
lation. Some of these ports can be eliminated to save memowhich is the third step. The
bandlimited frequency-domain data of the power-ground piees and the interconnects can
violate causality [17]. Delay between two ports can be extcged from the frequency-domain
parameters. The delay information that is extracted in Ste@ is used in the nal step, which
is transient simulation, to obtain simulation results thatdo not violate causality. The rst
four steps are operations done in the frequency domain andethnal step is in the time
domain.

The remaining part of this section is organized as follows: btaining the frequency-
domain parameters of SDN and PDN is given in Chapter 9.3; ingeation of SDN and PDN
is explained in Chapter 9.4; port reduction is presented in l@apter 9.5; delay extraction
and causality enforcement is outlined in Chapter 9.6, foled by transient simulation in

Chapter 9.7.
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Figure 90: The SDN-PDN cosimulation methodology.

9.3 Frequency-Domain Parameters of PDN and SDN

The frequency-domain parameters of the power-ground plas€an be obtained using the
Transmission Matrix Method (TMM). In the transmission matrix method, a power-ground
plane is divided into unit cells, as shown in Figure 91. The pasitics of each unit cell
is modeled as shown in Figure 91. Expressions relating theluas of the parasitics and
the structure dimensions and the material properties are gn in [16]. Ports are de ned
at the vertices of the unit cells and the frequency parametercan be obtained by solving
a system of linear equations. Frequency-domain parametes power-ground planes with
more than two metal layers can be obtained using the Multilagr Finite Di erence Method

(MFDM) [18]. Frequency parameters of interconnects can bebtained using the ADS

library or measurement data.

9.4 Integration of PDN and SDN

Three common types of interconnect con gurations in a packge are shown in Figure 92.
The three types are microstrip, coplanar waveguide, and gptine con gurations. The fourth
type shown in the gure is a combination of the rst three cass. In the microstrip con gu-

ration, an interconnect is routed above a power-ground pl&yin a coplanar waveguide, the
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Figure 91: A power-ground plane.

interconnect is routed in the same layer as the power or theaund plane; in a stripline con-
guration, the interconnect is sandwiched between the poweplane and the ground plane.
Modeling methods for the microstrip and the coplanar wavegde are given in Chapter 9.4.1
and 9.4.2, respectively. A stripline model is given in [19]nd a similar methodology has
been applied to model the coplanar-waveguide con guratiorModels for microstrip, copla-
nar waveguide, and stripline can be combined together to regsent interconnects that are

a combination of di erent types of con gurations.

9.4.1 Microstrip Con guration

A microstrip line referenced to a nonideal power-ground pte is separated into a power-
ground plane pair and a microstrip line as shown in Figure 93Two ports P1 and P2 are
de ned on the power-ground plane at the near-end referenc@dthe far-end reference of
the microstrip line, as shown in Figure 93. The frequency pameters of the power-ground
plane can obtained using TMM, as explained in Chapter 9.3. Ehfrequency response of the
microstrip line can be obtained using the ADS library.

The circuit model of a single microstrip line referenced to @onideal power-ground
plane for some frequency is shown in Figure 94. For the two4p@dmittance-matrix model

shown in Figure 94, the resistors represent self-admittad@arametersy;; and Yy,; voltage-
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Figure 92: The common types of interconnect con gurationsnia package.

controlled current sources represent transfer-admittaecparametersy;, and Y,;, which cap-
ture the coupling between the ports.

The integrated microstrip line and the power-ground planean be represented as an
admittance matrix using the stamp rule [20]. As explained if20], Y-parameter blocks that
are referenced to a global ground node can be stamped in theradance matrix without
the need for a circuit model. For this reason, the two-port pameters of the power-ground
plane is shown by a black box in Figure 93, rather than a circumodel.

To model M coupled transmission lines referenced to a power-grouncapé, 21 ports
are de ned on the power-ground plane. Two ports on the poweround plane are de ned for
each transmission line, one at the near-end reference ane tbther at the far-end reference of

the interconnect. The circuit model to represent aM  port network can be extended from

Figure 93: A microstrip line over a power-ground plane.
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the two-port network shown in Figure 94. The self admittancat each port is modeled by a
resistor and voltage-controlled current sources are platén parallel to model the coupling
to all the other ports. The admittance matrix circuit model for an M port network

referenced to a nonideal power-ground plane is shown in Frguo6.

9.4.2 Coplanar-Waveguide Con guration

In this section, a model for a conductor-backed coplanar-weguide structure is developed.
Due to a high wiring density in a package, an interconnect mdye routed on the same layer
as a power or a ground plane, as shown in Figure 92. A slot is ared on a plane and the
interconnect is routed in the slot.

The cross section of a conductor-backed coplanar-wavegaistructure is shown in Figure
97. The interconnect and the Vdd plane can be viewed as mulbisductor transmission lines
over a ground plane. Although the cross section in Figure Qh@ws three conductors over
a ground plane, it is assumed in the derivation that the Vdd aeductors are connected
together and are treated like a single conductor. By using riticonductor transmission-line
theory [9], the Vdd plane and the interconnect can be decowgd from each other. The
coupling between them can be represented using controllealisces at the near end and the
far end of the transmission lines, as shown in Figure 98. Remiag of this section presents
the mathematical derivation of the circuit model.

Multiconductor transmission-line equations in the frequecy domain can be written as,

%V(z): R+) I@= ZI(@) (121)

%l(z): G+]! V@)= YV(2): (122)

R;L; G;C represent per unit length resistance, inductance, condwsice and capacitance
matrices; V(z) and | (z) represent the voltage and current at some location along a trans-
mission line with uniform cross section, as shown in Figur@9Z and Y are per unit length
impedance and admittance matrices.

Let T, and Ty be transformation matrices to transform variables andV to |, and V,,,
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Figure 94. The circuit model for a microstrip line referenakto a power-ground plane.

Figure 95: N coupled lines referenced to a power-ground péan
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respectively.

I =Tl (123)
V = Ty Vy (124)

Substituting Equations 123 and 124 in Equations 121 and 12Eguations 125 and 126 can

be obtained.
d - Tt _
Evm (Z) - TV ZT, |m(z) = Znl m(z) (125)
d
EI m(z) = Tl 1YTVVm (Z) = YmVm (Z) (126)

T, and Ty, are chosen such thaZ,, and Y, result in diagonal matrices. Equations 125 and
126 are transmission-line equations with no coupling betee the transmission lines. The
decoupled transmission lines will be referred to as modalatnismission lines.Z,, and Yy,
are per unit length impedance and admittance parameters ofi¢ modal transmission lines,
whose modal voltages and modal currents aké, and | ,,, respectively (see Figure 99).
The transformation matricesTy and T, can be written in terms of self and mutual in-

ductances for the special case of two lossless transmisdiors in a homogeneous medium.

Figure 96: The Y-parameter model for an M-port network refenced to a power-ground

plane.
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Figure 97: The cross section of a coplanar-waveguide strucs.

The lossless requirement can be relaxed after the circuit e has been derived and dielec-

tric and conductor losses can be included. For the specialseaof perfect conductors in a

homogeneous medium, the following relationships hold try8):

R=0 (127)
CL=LC= | (128)
GL=LG= | (129)

From Equation 127, the per unit length impedance matrix is snply the impedance of per

unit length inductance matrix, as given in Equation 130.

Z=R+jlL=jL (130)

Suppose thatTy and T, can be found such that the inductance matrix is diagonalized to

Lm, then it can be shown that the admittance per unit length matix is also diagonalized.

T, ZT =)' T,ULT =j L (131)

Figure 98: The coupling between the transmission lines isgtared using controlled sources.
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Figure 99: N coupled transmission lines and modal transmisa lines.

In Equation 131,L,, is a diagonal matrix that represents per unit length modal iductance.

T, YTy = T, (G+j! O)Ty (132)
= T,'GTy+j! T, CTy (133)
= TLTy+j T LY (134)
= ( +jb NTLT) ! (135)
= ( +j Lt (136)
= Ym (137)

Equation 134 is obtained from Equation 133 by substituting lie relationships betweer.
and C, as well asG and L, given in Equations 128 and 129. Equation 136 has been obtath
based on the assumption that the transformation matrice3y, and T, diagonalizes the per
unit length inductance matrix. Equations 132 - 137 show thafor lossless conductors in a
homogeneous medium, if the per unit length inductance mafris diagonalized, then the per
unit length admittance matrix is also diagonalized. Theredre, it is su cient to diagonalize
the per unit length inductance matrix to transform the coupéd transmission lines to the
decoupled modal transmission lines.

For the special case of two lossless transmission lines in anfogeneous medium, an
analytical expression for the transformation matrices thiais written in terms of the per
unit length inductance matrix entries can be derived. Let tle per unit length inductance

matrix of a two-conductor transmission line over a ground pihe be
0 1

L= @ Lpp Lps

Lsp Lss

A (138)
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In Equation 138, subscriptp refers to the power plane ana refers to the signal line. If the

transformation matrices Ty and T, are chosen as,

0 1
1 0
Tw = @ A (139)
k 1
0 1
1 k
T, = @ A (140)
01
where k = LSp, (141)
LDP

then Ty and T, diagonalize the per unit length inductance matrix given in uation 138.
Diagonalizing the impedance matrix, which is the same as d@janalizing the inductance
matrix due to the lossless condition, also diagonalizes tlamittance matrix as shown in
Equations 132 - 137.

The two modes of propagation in a conductor-backed coplanamveguide structure are
the parallel-plate mode and the coplanar-waveguide mode.h& electric eld patterns for
the two modes are shown in Figure 100. In the coplanar-wavede mode, there is no electric
eld, or in other words no voltage di erence, between the Vddplane and the Gnd plane.
The parallel-plate mode captures the electric eld betweerthe Vdd plane and the Gnd

plane, as shown in Figure 100.

Figure 100: The E- eld patterns for the coplanar-waveguidenode and the parallel-plate

mode.

The circuit model for a coplanar-waveguide structure is sk in Figure 101.Vpiar, Vour s

I[‘)ar, and I 7, are the modal voltages and currents of the parallel-plate nde at the near
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Figure 101: The circuit model for a coplanar-waveguide stcture.

end and the far end of the modal transmission lineVlsy, , Vo, lspw . and13p,, are the
modal voltages and currents of the coplanar-waveguide mode the near end and the far
end of the modal transmission Iine.\/rj, (Y Ig), and | 7 are the voltages and currents at the
input and the output of the physical transmission line.V,, V2, I, and 12 are the voltages
and currents at the input and the output of the interconnect.

The coupling information between the modal transmissionres is captured in the trans-
formation matrices Ty and T,. The coupling terms are added to the modal transmission
lines such that Kircho 's Voltage Law (KVL) and Kircho 's Cu rrent Law (KCL) equations

at the input and the output ports of the modal transmission Ines satisfy Equations 142-143

of the transformation matrices.

0 1 0 10 1
V, 1 O V,
@ P"A = @ A@ ™ A (142)
Vs k 1 Verw
0 1 0 10 1
o 1k | par
@A = @ A@ A (143)
ls 01 lcpw
L
where k = £, (144)
LPP

The modal transmission lines can be replaced with two-portdquency parameters of
the power-ground plane and the interconnect that can be obit@ed using TMM and the
ADSF* library (see Figure 102). The advantage of this circuit modas that the frequency
parameters of the power-ground plane and the interconnecam be obtained separately and

integrated together in the following step, making the procs memory and time e cient.
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9.4.3 A test structure to verify the coplanar-waveguide mod el

The test case shown in Figure 103 was simulated using the caphr-waveguide model and
the results were compared with Sonnét EM simulator. The top view of the test structure
and its cross section are shown in Figure 103. A slot is credti& the middle of the VVdd plane
and an interconnect is routed in the slot on the same layer aké¢ VVdd plane. The spacing
between the interconnect and the Vdd plane is 108 . The dimensions of the power-ground
plane is 1inm 10mm and the length of the interconnect is ZZimm. The entire structure

is embedded in a dielectric material with, = 3:8. The width of the interconnect is Inm.
The locations of four ports P1, P2, P3, and P4 are marked in thgure. P1 and P2 are
located on the Vdd plane; P3 and P4 are located on the intercnact. S;3 (dB and phase),
S14 (dB and phase), andSz, (dB and phase) are plotted in Figures 104-109. Results show

excellent correlation with Sonnet over a wide bandwidth of 8GHz.

9.5 Port Reduction

The integrated power-ground plane and the interconnect cabe represented as an admit-
tance matrix, which will be referred to asYj,;, using the stamp rule [20]. The dimension of
Yint can be reduced to save memory because not all of the ports aezded for transient sim-
ulation. The ports of interest in transient simulation are he ports where the driver circuit
and passives are connected, and ports where the voltage waves are to be observed. The
purpose of this step is to reduce the number of ports to only tse of interest in transient

simulation.

Figure 102: The modal transmission lines replaced with twpert frequency parameters.
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Figure 103: A test structure to verify the CPW model.

The algorithm for port reduction is described here [20]. Theows and columns ofYj,
are reordered such that the matrix entries for the ports of erest, Yy, are on the top left

of the matrix, as shown in Equation 145.
0 1 0 10 1

@ | pp A — @Ypp chA@ Voo A (145)
Iother ch ch Vother
Setting lomer to 0 and solving forl,,, the Y-matrix of the reduced network is given in

Equation 146.
Yreduced = Ypp + ch( chchp) (146)

Yreduced C@N be converted to S-parameters using the equations given[20] [21].

9.6 Causality Enforcement Through Delay Extraction

In simulation of long interconnects using frequency-domaiparameters the nite bandwidth

and the limited number of points in the frequency-domain da may cause simulation results
to violate causality [17]. Frequency response from;[D ] will be needed to accurately capture
the delay in the impulse response. Delay can be extracted finothe frequency-domain
parameters using the Hilbert transform and this informatio can be used to obtain a causal
impulse response of the S-parameters [17]. The remaindertiois subsection presents a

summary of the methodology in [17].

102



Figure 104: S;3 magnitude of the CPW test structure. Dots: Sonnet and Solid:CPW
Model

Figure 105: S;3 phase of the CPW test structure. Dots: Sonnet and Solid: CPW bdel
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Figure 106: S;4 magnitude of the CPW test structure. Dots: Sonnet and Solid:CPW
Model

Figure 107:S,4 phase of the CPW test structure. Dots: Sonnet and Solid: CPW bdel
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Figure 108: S3; magnitude of the CPW test structure. Dots: Sonnet and Solid:CPW
Model

Figure 109: S;4 phase of the CPW test structure. Dots: Sonnet and Solid: CPW btel
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Let S;, be the frequency response between two ports with a long del&, is separated

into minimum-phase and all-pass components, as given in Eafion 147 [22].
Si2(j' ) = Sizmin (! )S12ap (1! ) (147)

The delay is embedded in the all-pass component that can thére calculated. The magni-
tude and the argument of the minimum-phase component of S-qzaneters can be calculated

using Equations 148 and 149.

1S12:min (J! )j 1S12(] !Z)j (148)

I
Z—lP logjS12(j )jcot T d (149)

al’g(slz;min ('

The all-pass component has unity magnitude and thereforehé magnitude of the minimum-
phase S-parameters is the same as the magnitude of the S-paeters, as given in Equation
148. The argument of the minimum-phase S-parameters can bengputed using the Hilbert
transform given in Equation 149. The all-pass component &, is given in Equation 150.
Si2(j! )
S1z;min (j! )

The all-pass component is assumed to be of the foren!'™ ¢, where Ty is the delay between

Sizap (J! ) = = el (150)

Ports 1 and 2. Solving for the port-port delay,

arg(Swzae (j! )) :

Ty = ' (151)
The impulse response 0%,, can be written as
F 1(312) = F 1(Slz;min Slz;AP) (152)
= F Y(Sizmne ! 9) (153)
= Spomin (' Ta); (154)

where operatorF ! is the inverse Fourier transform ands;omin (t  Tg) is the impulse
response of the minimum-phase S-parameters shifted by tirdelay T4. For non-uniformly
spaced frequency samples, the non-uniform inverse diserd¢iourier transform can be used
[23]. The causal impulse response 8f, can thus be obtained by ensuring that the impulse

response remains zero until the time delayy.
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9.7 Transient Simulation

There are two possible schemes for transient simulation. Boschemes require solving a
matrix of the form Ax = bat each time step to compute the unknown voltages and current
The di erence between the two schemes are the way in which tt&parameter equations,
terminations, and sources are set up in thé& matrix . The two schemes are presented in
Chapters 9.7.1 and 9.7.2. In the second scheme, the equasi@ne set up in a modi ed nodal
analysis (MNA) framework. The industry standard for circut simulation is Spice and Spice
uses MNA formulation for circuit simulation [14]. The secoth scheme, which is based on
MNA formulation, will therefore be compatible with existing tools and is a more attractive

option.

9.7.1 Transient Simulation Using Signal-Flow Graphs

The S-parameter equations, together with sources and temaitions, are set up in a matrix
of the form Ax = b. The matrix is solved once at each time step to calculate thenknown
voltages and currents, with theb matrix updated at the end of each iteration. The transient
simulation methodology will be illustrated with an example[25].

An S-parameter network may be represented in the form of a sigl- ow graph (SFG)
[24]. A two-port network and its signal- ow graph is shown inFigure 110. The two-port
network represents the transmission line frequency respmn The terminations at the near
end and the far end of the interconnect ar&, and Z,; g;(t) and g,(t) are voltage sources
connected to the near end and the far end of the interconnecB-parameter equations in
the time domain can be written using the convolution operatin, as given in Equations 155

and 156.

bu(t) = s1a(t) au(t) + sio(t) ax(t) (155)
o(t) = spa(t)  au(t) + sa2(t)  ax(t): (156)

Additional equations are obtained from the terminations conected to the S-parameter

network. For the example under consideration, the additicsd equations at Ports 1 and 2
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Figure 110: A two port signal- ow graph [25].

are
ai(t) = 1bu(t) + T10u(t) (157)
a(t) =  20p(t) + T20(1): (158)

,and » are the re ection coe cients at Port 1 and Port 2. T; and T, are the transmission

coe cients at Port 1 and Port 2.

= A et 159

I Zi + Zref ( )
Zref

= 160

I Zi + Zref ( )

The expressions for the re ection and the transmission coe&ients are given in Equations
159 and 160. Equations 155 - 158 are discretized in the timend@in and a system of linear
equations of the formAx = bis solved at each time step to obtain the unknown nodal

voltages and currents [17] [25].

9.7.2 Transient Simulation Using S-Parameters in MNA Frame work

Transient analysis using S-parameters can be made compégitwith the existing tools by
setting up the matrix in MNA format. The transient analysis methodology will be illustrated
with an example of a two-port network with terminations, whch is shown in Figure 111.

The nodes are labelea1, n2, andn3 as shown in the gure.
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Figure 111: A two port S-parameter network with sources ancetminations.

The relationship between the port currents and the port voliges, in terms of the power

wavesay, and by [4], discretized in the time domain are

Yo(ai[n]  byiln]) (161)
api[n] + Bui[n]; (162)

ipi [n]

Vpi [n]

whereY, is the inverse of the reference characteristic impedancetioé S-parameter network.

a(t) and b(t) are related to the impulse response of the S-parameter nemk s(t) by

b(t) = s(t) a(t); (163)

where denotes the convolution operation. Equation 163 is disciiged in the time domain

to obtain Equations 164 and 165.

Hn] = s[0]a[n] + h[n] (164)
IRNp x 1

hin] = si[n mla[m] (165)
j=1 m=1

N, is the number of ports in the S-parameter block andh;[n] is a history term that is a
function of a in the previous time steps. Equations 161-162 and Equatioa$4-165, together
with the equations for the passive terminations and sourcegenable solving for the nodal
voltages and the branch currents.

To include independent DC sources in the transient simulain, DC analysis will have
to be done prior to the transient simulation to determine theinitial nodal voltages. The
initial operating point will be included in the transient simulation. To determine the initial
operating point, assume thatapc and bhc are constant for all time duration as shown in

Figure 112. The convolution between the impulse responsg and a;pc , Which are shown
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in Figure 112, reduces to a simple summation of the values dfet impulse response, which

is given in Equation 166.

Figure 112: The convolution of the impulse responsg and constanta;pc .

X 1 |
si [K] apc (166)
k=0

= 5 (167)

Sij  &;pc

Symbols; is the result of the convolution operation and\ is the number of points in the
impulse response. Assume that for timé O, the independent voltage source in Figure
111 has a constant value ofs[0].

The MNA matrix for DC analysis is

0 10 1 0 1
Ris 0 R_:,- 0 Y, Yo 0 0 Vi.pc 0
0 ﬁ 0 0 0 0 Yo Yo V2.pc 0
R—:’ 0 R_ls 1 0 0 0 0 V3.pc 0
0 0 1 0 O 0 0 0 Ivs: vs[O
vs;DC - s[ ] (168)
O 0 O O 821 O 822 1 b_]_;DC O
1 0 0 O 1 1 0 0 az2pc 0
O 1 00 0O o0 1 1 b2:oc 0

a.pc andb.pc appear in the unknown vectorx after the conventional MNA variables, which

are the nodal voltages and the current through the independevoltage sources.
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Figure 113: The values of; [n] for n < 0.

In the transient analysis, which follows the DC analysisg; [n] has valuea;pc forn < O,
as shown in Figure 113. The discretized S-parameter conviddun equation given in Equation

165 is modi ed to include the DC analysis termsy.pc . The modi ed expression forh;[n] is

jXNp( X 1 : N 1 )
hir [n] = (sj[n mla[m] + sj [dlapc (169)

j=1 m=1 g=n+1

The MNA matrix for the network shown in Figure 111 at time-ste n will be

0 10 1 0 1
R_ls 0 R—sl 0 Y, Y, 0 0 \1 0
0 &2~ 00 0 0 Yo YEEW 0
L 0 21 0 0 0 O0GEw 0
0 0 1 O 0 0 0 0 i Vvs[n
e <[} . (170)
0 0 0 0 su[0] 1 si2[0] O ap hir[N]
0 0 0 0 sn0 O s2[0] 1 oy hor[Nn]
1 0 0O O 1 1 0 0 = 0
0 1 0O O 0 0 1 1 b, 0

Equation 170 is solved once at each time step and the historgrms h;r are updated after
the solution has been obtained.

Although the example presented is for a two-port network, tt method can be easily
generalized for an N-port S-parameter network. Complex ndmear driver models can also

be included in the simulation.

9.8 Results

Simulation results from three test cases are presented inishsection. The rst test case

in Chapter 9.8.1 has a nonzero DC operating point and DC anaig is done prior to the

111



transient simulation using the methodology explained in Clpter 9.7.2. The second test
case in Chapter 9.8.2 compares simulation results with andthout causality enforcement.
The third test case was simulated using the transient simulimn methodology in Chapter

9.7.1 and shows the scalability of the technique to practitaroblems.

9.8.1 Transmission Line Simulation

A 50 transmission line with matched termination is shown in Figure 114. The two-port
transmission-line frequency-domain parameters are obted for a bandwidth of 10GHz.
The two ports are located at the near end and the far end of thaterconnect. The delay of
the interconnect is 3ns. The driver is represented by two tisrvarying resistors to emulate a
static CMOS driver. Rpush(t) and Rpull(t) represent the pul-up and the pull-down network
of the static CMOS driver. The time-varying resistor wavefamn, Rpush(t), is plotted in

Figure 115. Rpush(t) and Rpull(t) have opposite polaritiesas shown in Figure 116. The
riseffall time of the driver is 200ps and the data rate is 2.56ps. The voltage waveform
at the far end of the interconnect is plotted in Figure 117. Th dots are the simulation
results from ADS and the solid curve is from the simulation ntBodology presented in
Chapter 9.7.2. Note that the nonzero DC operating point at thet = 0 has been accurately

captured by the proposed scheme.

Figure 114: Transient simulation of a transmission line wit DC analysis using MNA for-

mulation.
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Figure 115: A typical time-varying resistor waveform.

Figure 116: Rpush(t) and Rpull(t) have opposite polarities

Figure 117: The voltage waveform at the far end of the intercmect. Solid: S-Parameter

simulation with DC analysis and Dots: ADS
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9.8.2 Step Response of an Interconnect With Causality Enfor cement

A 50 transmission line with a mismatched termination of 25 and a delay of 2.5ns is
shown in Figure 118. A long transmission-line delay and a mmatched termination has
been chosen to observe violation of causality in the re eadeand the transmitted waves.
The unit step input has a rise time of 100ps. The frequency-dwmin parameters of the
interconnect has been obtained for a bandwidth of 10GHz. Th&tep response at the far
end of the interconnect is plotted in Figure 119. The solid cue has been obtained using
ADS*, the dotted-dashed line is simulation without causality eforcement, and the dashed
line is with causality enforcement. There is a good correlan between ADS and the
simulation without causality enforcement. A zoom of Figurel19 is shown in Figure 120.
It can be clearly seen that the simulation without causalityenforcement starts to increase
before the actual delay of the line, which is non-physical. divever, simulation with causality

enforcement remains zero until the actual delay of the line.

Figure 118: The simulation set up for the step response of amterconnect.

9.8.3 Sixty-Four Bit Bus Referenced to a Nonideal Power-Gro und Plane

A sixty-four bit bus referenced to a nonideal power-groundlane is shown in Figure 121.
The dimension of the plane is 1i: 10in. The characteristic impedance of the microstrip
lines are 22 . The termination at the far end of the line is 43 to the Vdd plane and
43 to the ground plane. The rise/fall time is 500ps and the dé&e rate is 1.6Gbps. The
frequency-domain parameters of the power-ground plane anlde interconnect has been

obtained for a bandwidth of 2.5GHz. The number of ports in th&-parameter network after
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port reduction is 130, sixty-four ports at the near end of the interconnectral sixty-four

ports on the power-ground plane at the near-end referencestbe interconnect to connect
the driver, one port on the power-ground plane for the voltag supply, and one port at the
far end of the interconnect to observe the output voltage waform. Eye diagrams without
and with causality enforcement are plotted in Figure 122. Rilts show that eye-diagram

simulation without causality enforcement results in an aiitcial eye closure of 110mV.

Figure 121: The sixty-four bit bus simulation set up.

Figure 122: The eye-diagram simulation results without andith causality enforcement.

116



9.9 Speed And Memory Optimization

The memory required to store anlN  port S-parameter block withf frequency points is
O(N N f). The number of frequency points in the S-parameter data must be large
enough to obtain accurate impulse response. S-parameters aomputed and stored prior
to transient analysis, which would become memory intensivior large number of ports.

For transient simulation using linear current sources, meary can be optimized by using
Z-parameters. It will be shown in Chapter 9.9.1, with Z-parmeters there is no necessity to
compute the N-port Z-parameter block prior to transient simlation. However, the memory-
e cient technique can be applied only for linear time-invarant transient simulation. A

smaller memory required for simulation also results in fast simulation time. Linear current

sources can be used to model switching logic circuits and teéore, the technique can be
valuable for quick analysis prior to a more detailed simulan. The simulation methodology

in Chapter 9.9.1 is followed by a test case in Chapter 9.9.2.

9.9.1 Methodology

The simulation methodology is best explained with an examel The circuit representation
of a transmission line referenced to a power-ground planéngdar to the structure shown in
Case 1 of Figure 92, is shown in Figure 123. The parasitics ¢iet nonideal power-ground
plane is represented as a 1D structure, rather than 2D, formsplicity. The driver is repre-
sented by two current sources shown in the dotted box, one disarging the interconnect,
while the other charging it. The switching current patternsfor the two sources have oppo-
site polarities as shown in Figure 124. For this example, thaéesired goal is to obtain the
simultaneous switching noise voltage at the node marke®il.

The circuit representation of the interconnect and the poweground plane can be repre-

sented as an admittance matrix, which is given in Equation 117 using the stamp rule [20].
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Figure 123: A transmission line referenced to a power-gradiplane.

The size of the matrix is the same as the number of nonzero nsda the circuit.

0 1 O
I Yiu Y2
I2 Yar Yz
B sparse
In 1
I'n Yn1 o a2

10 1
Yin A
Yon V,
W 1
YNN W

(171)

The voltage at P1 can be obtained from the transfer-impedance parameterstiveen P1

and all the other nodes, which is given by the sdtZ,;Z15; ::::; Zin g, Where N is the num-

ber of nodes/ports in the circuit. The impedance matrix is syymetric and the rst row,

fZ11;Z12; 5 Z1n G, IS the same as the rst column of the matrix,f Z11; Z51; 0000 Zn1G9. By

the property that the impedance and admittance matrices aréhe inverse of each other, the

required row or the column of the impedance matrix can be ohitaed. The rst row of the

impedance matrix can be obtained by solving Equation 172. Tabtain the i'" row/column

Figure 124: The charging and discharging currents that moti¢he source have opposite

polarities.
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of the impedance matrix, the right hand side in Equation 172 ost be the i row/column

of the identity matrix.

0 10 1 0 1
Yiu Yo @ 1 Yin Z11(!) 1
Y21 Yoo ¢ ¢ o Yo Z1o(!) 0
= a72)
sparse
0
Yn: o Yn2 000 Yawn Zin(!) 0

The desired voltage atP 1 can be computed by the matrix vector product given in Equatin
173. The column vector (! ) in Equation 173 are the current sources that are connected t

the nodes in the circuit.

1
L1(t)
I2(!)
Vill )= Zp(t) Zo(t) o0 Zan() (173)
In 2(!)

In(')

The time-domain voltage waveform aP 1 can be obtained by computing the inverse Fourier
transform of Vy(! ). To ensure operationA(! )B(! ) is the same as the linear convolution
betweenA(t) and B(t), zero paddingmust be done [22].

Therefore, given the circuit representation of the integited power-ground plane and the
interconnect, with linear current sources to model the driers, there is no need to compute
and store the S-parameter block prior to a transient simulan. The speed and the memory

can thus be optimized.

9.9.2 Enhancement of Power Integrity Using Embedded Capaci tors

Passive components that are embedded in a package are becmrincreasingly important
for the next generation miniaturized systems through the gdual replacement of discrete

passives. Improvements in the electrical performance of enbelectronic systems can be
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achieved by the integration of embedded passive elementsclsuas capacitors, resistors,
and inductors. The biggest challenge in integration of all gssives are those posed by the
capacitors. This is primarily because of the high capacitae that is associated with these
structures. Decoupling in today's systems is primarily agaved by using surface mount
(SMT) capacitors. These capacitors are ine ective at fregencies above 100MHz due to
the large inductances associated with the capacitors [26Capacitors that are embedded
inside a package, which is shown in Figure 125, overcome thisitation because of the low
inductance microvias that connect these capacitors to theogver and ground planes of the
package.

Two types of embedded capacitors are used in the simulatio(t) large planar capacitors,
and (2) embedded discrete capacitors, both of which are shown Figure 125. A planar
capacitor is used as a power-ground plane, which also actssasference for the microstrips.

Figure 125 shows a typical package connected to a printedaiit board (PCB). Two active

Figure 125: A typical package connected to a PCB.

chips are connected to the package. End to end simulation agsal lines connected from
the driver to the receiver that is referenced to a high-k plaar capacitor is simulated. The
embedded discrete capacitors are placed in the package,seldo the chip. The proximity

of the capacitors to the chip minimizes parasitic inductare and provides charge to the
switching circuits quicker. The SMTs, which are placed on th PCB, have larger parasitic
inductance (ESL) and resistance (ESR) resulting from the hger current path from the

capacitor to the chip. Embedded capacitors have signi cait lower ESL and ESR and

better pin down the SSN voltage than surface mounts. This isetnonstrated by transient
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simulation of SSN using the memory optimized scheme that isgsented in Chapter 9.9.1.
The simulation set up is shown in Figure 126. The thickness tiie power-ground plane
substrate is 14m . The plane size is 15mm by 50mm. Hundred single ended 50 mastrips
that are each 15mm long are referenced to the power plane. Bauicrostrip is terminated
with 99 resistors to the Vdd plane and the ground plane. SSNd simulated at the location
marked by the arrow in Figure 126. The ESL and the ESR of a 100r&MT is 205.5pH and
100m . The ESL and the ESR of a 1nF embedded discrete capacitor is3364pH and 9n .

Figure 126: The simulation set up for SSN simulation.

Figure 127 shows the switching noise due to twenty- ve 100nEMTs and a power-ground
plane substrate that has a relative permittivity of , = 3:8. The peak noise voltage is
approximately 150mV. If the number of SMTs is increased frormwenty ve to one hundred,
the noise voltage reduces to 100mV, which is shown in Figur@8l Figure 129 shows the
SSN for the case with twenty- ve 1nF embedded discrete capgars and a high-k planar
capacitor with , = 11 that is used as a power-ground plane. The peak noise vaefor this
case is 50mV. Simulation results show that a high-k dieleatr material for the plane pair,
together with embedded discrete capacitors, help reduce [$®etter than surface mount

discrete capacitors.

9.10 Summary

Simulation of a chip-package structure using a full-wave k@r is a memory and time-
intensive operation. An e cient way to simulate the structure is to separate it into di erent
blocks, apply the solver on each of these smaller problemgpaeately, followed by integration

of the blocks using the modal-decomposition technique.
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Figure 127: Twenty- ve 100nF SMTs and power-ground plane &strate , = 3:8.

Figure 128: Hundred 100nF SMTs and power-ground plane sulkste , = 3:8.

Figure 129: Twenty- ve 1nF embedded discrete capacitors dnpower-ground plane sub-

strate , = 11.
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10 Future Work: Alternate Schemes for DC Analysis
of the FDTD Lattice

10.1 Introduction

The companion model of the Yee cell given in Chapter 5 giveseito alternate schemes for
DC analysis, which is Step 3 of the SLeEC algorithm that is sk in Figure 130. The
SLeEC methodology was presented in Chapter 2.2 and the owatt is shown here again

for convenience.

Figure 130: The owchart of the SLeEC methodology.

Alternate schemes for DC analysis, such as the random-walkheme used to analyze
on-chip structures [29], can also be applied in the SLeEC algthm. The steps involved in
the owchart given in Figure 130 remain the same, except forhe way in which the third
step DC Analysis is done. An alternate method to do DC analysis using ABCD paraeters
for 1D, 2D, and 3D FDTD grids is given below. Information on AED matrices are given
in [20]. Only the methodology is given and the implementatiois left for future work. The
remainder of this section presents the DC analysis techniguwsing ABCD parameters for
the 1D, 2D, and the 3D cases.
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10.2 1D Grid

The Norton variation of the 1D companion model of the FDTD gl is shown in Figure 131.

The derivation of the companion model was presented in Chagt5.2. The vertical bars

Figure 131: The Norton companion model for a 1D FDTD grid terimated with PEC

boundary.

and the multiplication symbols represent the spatial posibns of the electric and magnetic
elds. The DC values of the nodal voltages represent the eleic- eld coe cients and the
DC branch currents represent the magnetic- eld coe cients The number of nodes in the
network can be reduced by constructing ABCD matrices of indidual cells and multiplying
them together. For example, in Figure 132, a chain of ABCD mates are multiplied
together reducing the chain to a single block. The desiredtsep for the FDTD grid is

shown in Figure 133. T; represents the ABCD parameters of the rst unit cell and

Figure 132: A cascade of ABCD matrices reduced to a single tkoby multiplying the

parameters of individual blocks.

T,T3:::Ty represents the product of the ABCD matrices for Cell$2; 3;:::;; Ng, whereN is
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Figure 133: The reduced FDTD grid network.

the number of cells in the FDTD grid. The DC analysis is done othe smaller problem
shown in Figure 133. The DC voltage at the node marked by the @w in Figure 134

represents the coe cient E; that is shown in Figure 134. The DC values of all thé&& and

Figure 134: All the eld coe cients in the entire 1D grid can be calculated usingE, alone

for the given boundary conditions.

H eld coe cients can be obtained from E; alone in a constantO(1) time using Kircho 's
voltage and current laws. Proceeding in the direction showhy the arrow in Figure 134,
using Eq and E4, Hy can be obtained; fromHy and E;, H; can be solvedE; and H; can

be used to getE,, and so on, until all the eld coe cients have been obtained.

10.3 2D Grid

The DC analysis for a 2D case using ABCD matrices can be donearsimilar fashion to the
1D case. A 2D FDTD grid with elds Ey, Ey, and H; is shown in Figure 135. The ABCD
matrix for a column of unit cells have to be obtained, as showloy the dotted box in Figure
135. The ABCD matrices of columns of cells are multiplied te@gher to set up the system
in the form shown in Figure 133.T; in Figure 133 is the ABCD matrix for Column 1 of the
2D FDTD grid shown in Figure 135 andT,T3:::Ty are the product of the ABCD matrices
for Columns 2, 3, ...,N, whereN is the number of columns in the grid. The input ports for
the ABCD matrices are theE, nodes on the left of the dotted box and the output ports are

the Ey nodes on the right of the dotted box. DC analysis is done on theduced multiport
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Figure 135: A 2D FDTD grid.

network, which is shown in Figure 133, and th&, and the E, elds for the rst column are
calculated. Once the nodal voltages for the rst column haveeen obtained, the remaining
elds for the entire grid can be obtained inO(1) time using Kircho 's voltage and current
laws.

The calculation of all the eld coe cients in constant time for the entire grid is illustrated
in Figure 136. Once the E- elds in Column 1 yertical and horizontal diamond9 have been
calculated, thecloudscan be determined; usingloudsand vertical diamonds stars can be
calculated; fromstars, chevronscan be solved; fronvertical diamonds stars, and chevrons
multiplication symbolscan be found. Proceeding from left to right, the elds in the etire
grid can be solved in a constant 0©(1) time using KCL and KVL equations.

A 2D FDTD grid with metallization is shown in Figure 137, whee the metallization is
represented by the shaded cells. For such a structure, the B matrix for the column
marked by the dotted box must have asymmetric input-output jorts, as shown in Figure
138. Information on asymmetric input-output transfer scatiering parameter matrices is
given in [20]. The output ports are located on the nodes cosponding to theE, elds that
are not tangential to the metallization structure. For the dtted column shown in Figure
137, there will be 4 input ports and 1 output port. Asymmetricinput-output ports make
it possible to include metallization in the structure, as ilustrated by the test case in Figure
137.
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Figure 136: The calculation of the elds in the entire grid ugg the E- eld values in

Column 1 alone.

Figure 137: A 2D FDTD grid with metallization.

Figure 138: A T-parameter matrix with asymmetric input-output ports.
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10.4 3D Grid

Similar to solving the 1D and the 2D FDTD grids, ABCD parametes can be used to solve
for the eld coe cients in the 3D case. Cascaded 3D Yee cells@ shown in Figure 139. As
before, ABCD matrices are constructed and set up in the formhewn in Figure 133 before
the DC analysis is done.T; is the ABCD network for the cells atk = 0 and T,T3:::Ty Is the
product of the ABCD matrices for the cellsk = 1;k = 2;::;;k = N. For k = k, the input
ports are the nodes located on the bottom face of the FDTD cslat k = k, and the output
ports are the nodes located on the top face of the FDTD cells &t= k,. Once the E- elds
at k = 0 have been solved, the elds in the entire 3D grid can be caltated in O(1) time.
Similar to the 1D and the 2D cases, the elds ak = 0 can be used to calculate the elds at
k =1 and so on, until the DC nodal voltages and branch currentsof the entire grid have

been obtained.

Figure 139: FDTD cells in a 3D grid.

10.5 Summary

The companion model of the FDTD grid gives rise to new schemésr solving a system
of linear equations, rather than using the conventional LWecomposition method. The
alternate schemes could result in a more memory-e cient soalion. It has been shown

in this chapter that only some of the electric- eld coe cients need to be solved and the
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remaining electric and magnetic- eld coe cients can be ol#ined in a constant time using

KCL and KVL equations.
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11 Conclusions

The conventional time-domain techniques that are limited ¥ the Courant condition are
unsuitable for chip-package cosimulation. The on-chip sictures are in the nanometer range
and require a mesh with small dimensions. The small mesh dinstons result in a time step
that is prohibitively small, making the total simulation ti me unacceptable for designers.
For the chip-package test case presented in this thesis, thime taken for simulation using
the FDTD scheme is one day, while SLeEC takes only 5 minutesrfthe same number of
cells. Prior limitations in the Laguerre-FDTD scheme have é&en overcome in this research
work. The new enhanced scheme has been named SLeEC and stdodsimulation using

Laguerre equivalent circuit. The following improvements &ve been made:

Laguerre-FDTD has the drawback of being able to simulate onlfor a limited time
duration. In the new methodology the simulation can be restged, which will enable

simulation to be run for any length of time.

The companion model for the FDTD grid has been developed, mal the implemen-

tation easier without the use of long cumbersome equations.
A methodology for choosing the correct number of basis coeients has been proposed.

Laguerre-FDTD has been applied for linear transient circtisimulation composed of
inductors, capacitors, resistors, and mutual inductanceCompanion models have been

developed for each of these components.

Scalability has been demonstrated by applying SLeEC to pracal test cases. A node

numbering scheme for optimal memory e ciency has been sugged.

E cient use of full-wave solvers for chip-package cosimuteon has been proposed. Sev-
eral test cases have been simulated using the proposed melblogy. The model for mi-
crostrip lines referenced to power-ground planes has beavdioped. The model for an inter-
connect routed on the same layer as the power or the ground p& which form a conductor-
backed coplanar-waveguide structure, has been derived ngithe modal-decomposition

method.
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12 Appendix A: Derivation of the Courant Condition

The Courant condition limits the maximum allowable time st that can be used to obtain
stable simulation results. The derivation of the Courant cadition using dispersion analysis
is given in [10] and is summarized in this section.

A propagating wave in a discretized FDTD grid at position [ x;J y;K 2z) and at

time step n can be written as

Voei [(!”real*'j!”imag )n t Ryl x RyJ y RzK Z]

ij;J;K

voe Himag N tei (!”realrI t Rxl x RyJ y RzK Z) (174)

The relationship between the propagating wave's angulardquency! ~and the wavevector

(Kx; Ky; Kz) for an FDTD grid made up of cells with dimensions x; y; and z is given

by

k= %sin Y(); where (175)

o<

(A Kx X 1 . K,y 1 K z
= 2 X 2 Yy 2 z 17
ct ( X)23|n > +( y)ZSIn > +( Z)ZSIn > (176)
The value of is bounded between
S
0 ct ! ! ! a77)

( x)2 + ( y)? + ( 2)2 = upper bound
for all possible real values df. The possible values of can be partitioned into two intervals.

Stable Range: 0 1 (178)

Unstable Range: 1< < ypper bound (179)

It can be shown that Equation 179 results in an unstable timeéomain response by substitut-
ing Equation 175 into Equation 174, resulting in an expressn that indicates an increasing
amplitude for the time-domain waveform with every time stepfor > 1. The unstable

range in Equation 179 exists only if
S

_ 1 1 1
upper bound — ct ( X)2 + ( y)2 + ( 2)2 >

1: (180)
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In other words

t> ¢ ! (181)

1 1 1
C ozt oyt oz

makes the time-domain response unstable. Equation 181 give@n upper bound on the time

step that can be used for stable results, completing the deation of the Courant condition.
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