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CHAPTER 1

Introduction

As clock frequency and chip integration levels increase in a digital system, sim

neous switching noise (SSN) generated on the power distribution network of packag

becoming a serious problem. This causes various signal integrity concerns in high

digital systems. This problem continues to grow, limiting the system performanc

microprocessor speeds increase. These speeds almost double with each new micro

sor generation. Simultaneous switching noise needs to be suppressed for packag

modules, especially in large scale and high performance CMOS systems. Such hig

formance systems have many fast output drivers that switch simultaneously to tra

data between processor and memory in a short time duration. A large voltage spike g

ated by the active output drivers can propagate to quiet drivers or internal logic circ

and can cause logic errors during the operation of digital systems. Similarly the int

logic circuits switching simultaneously within a microprocessor can cause fluctuatio

the power supply rails of the chip. Simultaneous switching noise and methods for n

reduction have been investigated over the years for designing high performance

These methods involved the development of equivalent circuit models for simulating

noise in a circuit simulator such as SPICE.

1.1 Switching Noise in Power Distribution Networks

Simultaneous switching noise, also called ground bounce or∆I noise, is a complex
14
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phenomena that deteriorates the system performance, causing voltage fluctuations

power supply. The switching noise combined with coupled noise can be transmitted t

nal lines or quiet drivers, as shown in Fig. 1.1. This can cause waveform distortion in

time domain and serious signal delays for off-chip drivers. Due to this, the overall sy

performance deteriorates limiting the system cycle time [1],[2]. If the distortion occ

below the receiver’s threshold, then increased delay (order of a few hundred picosec

will be present on every line that emanates from the cluster of switching drivers. A n

tive noise generated by the off-chip drivers in Fig.1 causes a spurious signal to prop

through the quiet driver and the transmission line, ultimately appearing at the q

receiver’s input. When this noise exceeds the receiver’s noise tolerance, the receiver

put will be greater than its input. As a result, the noise travels through the logic circ

that the receiver is connected to, growing in amplitude, until it finally sets a down str

latch into a wrong state, causing a system datum error.

Modern CMOS microprocessors and ASICs have millions of circuits consisting

many internal circuits and hundreds of external drivers all switching within one t

cycle. As will be shown later, the switching noise is directly proportional to each driv

current slew rate and so all of this simultaneous switching can cause hundreds or

thousands of millivolts (mV) of noise between the power supply rails (Vdd or GND) of the

chip [3]-[7]. When the amplitude of this noise approaches one-half of the CMOS si

swing (VDD), which is the approximate noise tolerance of a static CMOS circuit, a sig

error can occur. This noise becomes a major problem with advances in CMOS techn

that results in faster device speeds.
15
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Fig. 1.2 shows the measured noise on a quiet line as a function of the numb

switching drivers for two types of slew rates in a CMOS ASIC chip [3]. In Fig. 1.2, t

noise increases linearly with the number of switching drivers and ultimately saturate

to excessive noise on the power supply rails. Fig. 1.3 shows the ground bounce wave

measured for a multichip module by varying the number of switching drivers [4].

1.2 Effect of Switching Noise on Signal Integrity and Performance

The reference voltage fluctuation due to the ground bounce also brings several

signal integrity issues such as signal delay and clock skew.

Let VDD and Vdd be the desired reference power and a new power level shrunk du

the switching noise as in Fig. 1.4a, respectively.

Fig. 1.1 Switching and coupled noise on signal Lines [1]
16
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Fig. 1.2 Quiet line peak transmitted noise measured as a function of the numbe
switching drivers in a CMOS ASIC chip [3]

Fig. 1.3 Ground noise waveforms measured on a MCM-C substrate [4]
17
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The signal waveform can be represented as

whereVdd = VDD -∆V andτ is the time constant. The voltage slew rate of the signal can

computed as [8]

In (1.2), sinceVdd < VDD, the signal slows down as illustrated in Fig. 1.4.

Gate delays of a CMOS circuit can be computed as [9]

Vdd

Time

(a) (b)

Fig. 1.4 (a) Power supply shrink and (b) signal delay due to switching noise

Vn

V t( ) Vdd 1 e
t– τ⁄

–( )= (1.1)

dV
dt
-------

t 0=

Vdd

τ
---------= (1.2)
18



also

ed in
whereµ is the mobility,L is the channel length,W is the channel width,Cox is the gate

oxide capacitance,CL is the load capacitance andVT is the threshold voltage. WhenVDD

is reduced due to power supply noise, the delay of the circuit increases.

The voltage fluctuation on the chip power supply rails due to switching noise

affects the clock distribution network causing clock skews in the systems as illustrat

Fig. 1.5.

The clock skew can be derived as [9]

Td 0.7
L W⁄

µ Cox VDD VT–( )⋅
---------------------------------------------- CL⋅ ⋅= (1.3)

Fig. 1.5 Clock skew [9]

TClockSkew 0.7RtrCL
VDD

VDD VT–
----------------------- 

  VDD Vdd–

VDD

---------------------- 
 = (1.4)
19
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whereRtr is the source-drain resistance of the driver. Any reduction in the power sup

voltage causes the clock skew to increase.

1.3 Effective Inductance

Simultaneous switching noise in the past has been attributed to the increase in the

current slew rate of the output buffers and the effective inductance of the power distr

tion network of the package, as discussed in [1]

where

di/dt = Current slew rate of a single driver

Leff   = Effective inductance of the power distribution system

N     = Number of simultaneously switching drivers

V∆Ι  =  Voltage variation

Leff accounts for all the parasitic inductances along the current path in the pac

This includes the current path for the internal circuits on the chip, the external off-

current loop and chip to module or module to module connections. However,Leff is only

meaningful as a figure of merit and as an approximation that can be used for estim

noise because at high frequencies the package is too complex to be represente

single lumped inductor. In reality, the package is a multi port pole-zero network [1][5

To properly model SSN, all the parasitic inductances, resistances and capacit

along the power distribution path including planes and wires at each package level s

V∆I NLeff
di
dt
-----= (1.5)

∆I
20
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be considered.Leff in (1) can vary based on the current path in the package. Current d

bution in the package can vary based on the position of the signal conductor with refe

to the ground planes, locations of the sink and source points, vias, and the switch dire

of the drivers. Hence the effective inductance for a package is not unique and can v

shown in Fig. 1.6, where a strong image current is formed underneath the signal

which travels back to the source point and completes the current loop at the groun

This is the shortest path to the ground pin which results in an increase in the inductan

the ground plane as compared to the case where the sink point would have been l

close to the signal source point.

1.4 Plane Modeling in Power Distribution Networks

Accurate prediction of SSN and its effects on the circuit behavior is possible thro

appropriate modeling of the power distribution network and simulation of their electr

behavior. Simulation of the electrical behavior in the package should take into acc

Fig. 1.6 (a) Physical structure of the interconnect above a ground plane and
(b) the simulated result showing the current density on the plane.

(a) (b)
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interactions between the components and the electromagnetic behavior of the pa

With the ever increasing need for electromagnetic (EM) modeling of high-speed di

circuits and packages, various transient electromagnetic field solvers have been u

model packages. These include the Finite Difference Time Domain (FDTD) method

Partial Element Equivalent Circuit (PEEC) method and Method of Moments (MoM)

name a few. These methods have been used successfully for the electromagnetic s

tion of simple structures such as a few interconnects over a small section of a plane.

age structures, such as planes, however, are electrically large and can contain num

vias. Even with significant advances in numerical techniques for the electromagnetic

eling of packages, the analysis of an entire package often becomes computationall

hibitive due to severe demands on memory and CPU time.

In the past, the power distribution network was either modeled as a lumped induc

as an inductive network which is suitable for lead frame packages such as QFPs and

[5][6]. In packages supporting high speed microprocessors or ASICs, planes are u

distribute power to the chip as shown in Fig. 1.7. Hence planes form an integral part o

power distribution network in modern packages.

At high frequencies the power distribution network supports wave propagation an

planes behave as cavity resonators supporting radial waves that propagate betwe

plane pairs. The reflection of these waves at the plane edges causes resonance

package in the steady state. This behavior can be captured by computing the impeda

the power distribution system which includes the wave propagation effects. While de

ing planes in a package, the input impedance seen by the chip and the trans-impe

between the chip and other parts of the power distribution network have to be contro
22
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over a large frequency spectrum up to 1 GHz and above, to control the noise levels, a

cussed in [10].

Fig. 1.8 illustrates a method for modeling such a multi-layered package as an in

tance network [11]. Propagation of waves in a medium requires the presence of

inductance and capacitance in the network. In addition, the wave attenuation requir

presence of resistance in the network. Hence a pure inductance network for mod

power distribution is inaccurate at high frequencies. Since planes perform a critical

tion, their response has to be accurately predicted, simulated and understood for des

high speed systems [12]. Some of the methods that have been used in the past for

ing planes are a) Partial Element Equivalent Circuit [13] b) Method of Moments [14

Gnd
Vdd

Gnd
Vdd

Fig. 1.7 Multi-layered high frequency package

module1

module2

PCB

Chip

module 3
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Finite Difference Time Domain [15] and d) Transmission Line approach [16]. The

three are numerical methods that solve Maxwell’s equation over an enclosed volum

surface. Since planes are electrically large, these methods are often computati

expensive.

The transmission line approach uses an array of transmission lines for analyzin

structure as shown in Fig. 1.9. The method uses a finite fixed grid with the grid spa

defined by the highest frequency content of the signal. This approach can lead to

simulation time, especially when packages are mounted on printed circuit boards d

the granularity required.

Fig. 1.8 Inductance network for a multi-layered structure
24



Fig. 1.9 Transmission line modeling for a plane structure [16]

Fig. 1.10 Distributed network modeling for a plane structure [17]
25
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Another approach in SPICE uses a distributed RLC network to model the plane s

tures as shown in Fig. 1.10 [17]. This method uses a nonuniform gridding algor

according to the discontinuities involved and lumped circuit elements are derived u

full-wave electromagnetic field simulations. In both transmission line approach and

tributed network approach the electrical dimensions of the partitioned cells must be

than a tenth of a wavelength at the highest frequency of the signal. This can lead to

networks and prohibitively large simulation time.

Hence, there is a clear need for more efficient and accurate modeling method

modeling planes in high performance packages that capture the high frequency beh

Some important issues for modeling planes are:

- Inductance network which is the most commonly used cannot capture the com

behavior of multi pole-zero system response involving plane resonances in pack

- Since structures are electrically large and need to be analyzed over a large spe

of frequency, full wave EM modeling methods or the methods that partition struct

may not be computationally efficient.

- Equivalent circuits with reduced order are required for simulation with other circ

components to estimate overall performance.

- Sometimes planes in power distribution networks are designed as irregular sh

based on space availability or for isolation of propagated noise. These structure

need to be analysed accurately.

- The modeling method should be extendable for analyzing multi-layered pack

and boards with multiple plane stack-ups.
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- Decoupling capacitors form an integral part of power distribution networks. He

the modeling method should be capable of analyzing planes with decoupling ca

tors to understand issues such as placement, parasitics, etc..

- Core switching noise estimation requires the analysis of the whole system. He

the modeling method should capture all the above effects for investigating the noi

any component of the circuit in both the frequency and time domain.

1.5 Proposed Research and Dissertation Outline

Based on the issues for analyzing switching noise in high performance systems, th

lowing research is proposed:

1. Development of an analytical method for modeling planes in electronic packages

the accurate prediction of simultaneous switching noise and for noise reduction, p

distribution networks in packages need to be electrically modeled and analyzed

complex behavior of planes at high frequencies need to be predicted accur

through modeling and simulation.

2. Development of model order reduction methods for generating compact, efficien

passive models. The analytical solution proposed for planes includes infinite nu

of modes, which is not computationally efficient. A method to reduce the model o

is therefore desired for simulation, that provides accurate results over the frequ

band of interest. An algorithm has been developed to determine the minimum nu

of modes that are required for computing the response.
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3. A method is proposed for incorporating decoupling capacitors. This method cou

used for the optimum placement of decoupling capacitors to suppress noise in a

tem.

4. Transient Measurements and verification of the modeling method. A test vehicle

been designed and fabricated for transient measurements. The methods dev

have been verified through correlation with measured data.

5. Development of S-parameter based equivalent circuits using macromodels for p

distribution networks. S-parameters are suitable for modeling microwave circui

the frequency domain. They enable a further reduction in the model size by elim

ing the internal nodes in the network. The method proposed enables the incorpo

of reduced S-parameter models into SPICE using rational functions.

6. Enforcement of the passivity condition for macromodels. Macromodeling in 5 doe

guarantee the passivity of the network response during simulation. The condition

ensuring passive system behavior during simulation are studied in this research

goal is to develop a method for ensuring the passivity of circuits and synthesi

equivalent circuits.

7. Development of methods for modeling irregular geometries. In particular, the go

this research is to develop algorithms that account for large cut-outs on pac

planes. These algorithms will be used to develop SPICE circuit models.

8. Application of the research items 1 to 7 for modeling the core noise in a test syste

The remainder of this thesis is organized as follows. Chapter 2 presents imped

computation of plane pairs and implementation of equivalent circuits based on a m
28
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order reduction method. In Chapter 3, transient measurements on a test vehicle and

lation results are discussed to verify the modeling method discussed in Chapter

Chapter 4, impedance computation of irregular shaped planes using the segmen

method is discussed. In Chapter 5, decoupling capacitors are incorporated into the

model and the impedance of the decoupled structure is computed. A method for ge

ing reduced order models (macromodels) using rational functions is discussed in Ch

6. Macromodels developed in Chapter 6 are not guaranteed to be passive even thou

original network is passive. In Chapter 7, methods to preserve the passivity of the im

ance macromodels are discussed for one-port and two-port systems. In Chapter 8, v

simulations of core switching noise have been conducted for the CMOS5L test ve

supplied by IBM. These simulations are based on the modeling method described i

dissertation. The conclusion and recommentation for future work are provided in Ch

9.
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CHAPTER 2

Modeling of Planes

The impedance at the ports on regular shaped plane pairs can be solved analy

from Maxwell’s equations and represented as the sum of infinite number of wave mod

discussed in [18] and [19]. By using the analytical solution, ports can be placed at

trary locations on the plane and the frequency response of the ports can be computed

wave mode in the nonlinear solution for the impedance can be represented as a p

resonator circuit through linearizarion, as discussed in [23]. Then the equivalent circu

the port response can be implemented directly from the equations using resonant c

and transformers [23]. Since the equivalent circuit consists of passive lumped elem

the circuit is guaranteed to be passive. In this chapter, the analytical solution fo

impedance of solid plane pairs is briefly reviewed and a model order reduction meth

developed to implement a low order equivalent circuit.

2.1 Impedance Computation

Consider a plane structure as shown in Fig. 2.1 which consists of two planes of di

sionsaxb, separated by a dielectric of thickness ‘d’ and permittivity ‘ε’. Sincea,b >> d

whered << λ (the wavelength), the major field components areEz, Hx andHy where ‘E’ is

the electric field, ‘H’ the magnetic field and the subscripts represent the field direction
30
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Since the edges in Fig. 2.1 represent a magnetic wall, the impedance matrix at

trary ports on the plane can be computed for a low loss structure as[18],[19]:

where

 with  and ,

,

              r= 1/  the skin depth,

              δ the dielectric loss angle,

ε the permittivity

µ the permeability

              εm,εn = 1 form,n=0 and , otherwise,

z

x

y

d
a

b

µ, ε

Fig. 2.1 Physical structure of a plane pair

Zij ω( ) jωµd
εn

2εm
2

kmn
2 k2–( )ab

---------------------------------- f xi yi x j y j, , ,( )
m 0=

∞
∑

n 0=

∞
∑= (2.1)

f xi yi x j y j, , ,( )
mπxi

a
------------- c

mπtxi
2a

---------------
nπyi

b
----------- c

nπtyi
2b

-------------sincossincos
mπx j

a
------------- c

mπtxj
2a

---------------
nπyj

b
------------ c

nπtyj
2b

-------------sincossincos=

k k' jk''–= k' ω εµ= k'' ω εµ δ r d⁄+tan( ) 2⁄=

kmn
2

mπ a⁄( )2
nπ b⁄( )2+=

πfµσ

2
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m, n the propagating modes,

              (xi,yi), (xj,yj) the co-ordinates of the port locations,

and        (txi,tyi), (txj,tyj) the dimensions of the ports.

(2.1) is the solution for a radial wave propagating between the planes. The accura

(2.1) has been discussed for 1 port in [19] up to 8 GHz. Various measurements for

board, the data of which are available in [20], have been conducted to examine the

racy of the solution [21]. The test board consists of a plane pair of 12”x10” size with a

spacing of 8 mils and 15 ports connected to SMA connectors for S-parameter mea

ment, as shown in Fig. 2.2. The Z parameters have been calculated for 15 ports usin

and converted to S parameters using the transformation:

where [Zo] is the characteristic impedance matrix at the ports:

S parameters between ports 8 and 3 and also between ports 8 and 10 were com

from (2.1) and (2.2). Results are shown in Figs 2.3, 2.4 and 2.5. Figs 2.3 and 2.4

reflection (S11) at port 8 and transmission (S12) for the 2 port structure between po

and 3. Fig. 2.5 shows the transmission between ports 8 and 10. The results agree we

the measured data shown in [20]. It is important to note that these results were com

without the effect of the SMA connectors.

S Z Zo[ ]+( ) 1–
Z Zo[ ]–( )= (2.2)

Zo[ ]

Zo1

Zo2

Zon

=
0

0 .
.
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Fig. 2.2 The board structure in [20] for S-parameter simulation (Refer to Fig. 3 in [2
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Fig. 2.3 Reflection(S11) at port 8 with 2 port structure between ports 8 and 3:
         (a) computation from (21) and (2.2), (b) measured data[20]

(a) (b)

measured data
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Fig. 2.4S12 with two-port structure between ports 8 and 3:
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Fig. 2.5S12 with two-port structure between ports 8 and 10:
        (a) computation from (2.1) and (2.2), (b) measured data [20]
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During computation, the mode numbers used werem=0 to 20 andn=0 to 20. These

numbers will be used as a reference for generating reduced order models in the ne

tion on model order reduction.

2.2 Model Order Reduction

From (2.1), it can be seen that an infinite number of modes are required to obtai

response for two planes. It is not computationally efficient to construct the circuit with

arbitrarily large number of modes since this can lead to prohibitively large simula

time. In this section, effects of the modes on the response are investigated and a g

suggested to find the minimum set of mode numbers to obtain accurate results.

Consider the test structure shown in Fig. 2.2 which consists of 2 planes of 12” x 10”

with the separation of 8 mils between the planes (dielectric thickness) and a re

dielectric constant of 4.3. In the previous section, good correlation between (2.1) and

surements was demonstrated for the transmission between ports 8 and 3 withm,n=0 to 20

modes. In this section, these results will be used as a reference to develop an algori

determine the minimum number of modes that are required.

Assumingk >>k , k2 in (2.1) is approximated as:

Since the resonant frequency of the structure in Fig. 2.1 for the ‘mn’ mode is [18],[22]

′ ″

k
2 ω2εµ 1 j δtan 1

d πfµσ
--------------------+ 

 – 
 =

ω2εµ 1 j δtan 2

d ωµσ
-------------------+ 

 – 
 = (2.3)
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kmn in (2.1) is written as

Using (2.3) and (2.5) the impedance equation in (2.1) can be rewritten as:

where

Assuming low dielectric loss (tanδ << r/d) and approximating the loss in the third term

of the denominator near the resonant frequencies [18],[23], equation (2.6) is further

plified as:

Fig. 2.6 shows a plot of the pole locations of the modes for the structure in Fig. 2.

the complexσ-jω plane. In Fig. 2.6, (m,n) represent the mode number. As expected, t

attenuation of each mode increases as the resonant frequency of that mode moves

f mn
m a⁄( )2

n b⁄( )2
+

2 εµ
-----------------------------------------------= (2.4)

kmn 2π f mn εµ ωmn εµ= = (2.5)

Zij ω( ) jω

ωmn
2 ω2

– jω2 δtan 2 ωµσ⁄( ) d⁄+( )+
--------------------------------------------------------------------------------------------------Γijmn

m 0=

∞
∑

n 0=

∞
∑=

jω

ωmn
2

jω( )2
jω ω⋅ δtan 2 ωµσ⁄( ) d⁄+( )+ +

----------------------------------------------------------------------------------------------------------------Γijmn
m 0=

∞
∑

n 0=

∞
∑= (2.6)

Γijmn
d

abε
---------εn

2εm
2

mπxi
a

------------- c
mπtxi

2a
---------------

nπyi
b

----------- c
nπtyi

2b
-------------sincossincos

mπx j
a

------------- c
mπtxj

2a
---------------

nπyj
b

------------ c
nπtyj

2b
-------------sincossincos=

Zij ω( ) jω

ωmn
2

jω( )2
jω ωmn 2 ωmnµσ⁄( ) d⁄⋅+ +

----------------------------------------------------------------------------------------------------------Γijmn
m 0=

∞
∑

n 0=

∞
∑= (2.7)
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to the left on the complex (σ, jω) plane. The distribution of the poles can be used to det

mine the minimum set of modes that are required to obtain the response over th

quency band of interest.

To determine the minimum set of modes, two separate test cases will be consi

namely, the trans-impedance between ports 8, 3 and the self-impedance at port 8

2.2. For the trans-impedance computation, the maximum frequencyfmax over which the

response is desired is first used to determine the modes that need to be considere

pose that the structure in Fig. 2.2 is analyzed up to 1 GHz, that is,ωmax=2πfmax=6.28x109

rad/sec. The block in Fig. 2.6 indicates the dominant modes that need to be consid

−5 −4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1 −0.5 0

x 10
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Fig. 2.6 Pole locations of the structure in Fig. 2.2:s=σ+jω

σ
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Since where (mk,nk)’s are the modes with the resonan

frequencies withinfmax, the highest mode numbers formk andnk are the integers which

satisfy the following conditions:

and

Then (mk,nk)’s are found using the relation

This has been discussed in [24] for the mode numbers required to obtain an acc

response. Though the modes from (2.10) give the response near the resonant frequ

of the structure, the computation at lower frequencies as well as high frequencies ca

to large error while computing the input impedance, as has been discussed in [25].

(2.8), (2.9), (2.10), the number of modes required to compute the impedance for the

ture in Fig. 2.2 was found to beMm=4 andMn=3. The trans-impedance between port 3 a

port 8 computed with 20 modes based on the above criterion is compared to the one

puted with 441 modes in Fig. 2.7, showing the accuracy of the minimized model. In

ity, only 5 modes out of 20 modes indicated in Fig. 2.7 are sufficient to obtain the s

response. This results in a further reduction in the model size, which will be discu

later in this section.

f max mk a⁄( )2
nk b⁄( )2

+ 2 εµ⁄≥

Mm 2a fmax εµ Mm 1+<≤ (2.8)

Mn 2b fmax εµ Mn 1+<≤ (2.9)

0 mk a 4εµ f max
2

nk b⁄( )2–≤ ≤ nk=0,1,...,Mn (2.10)
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In contrast, the computation of the self-impedance,Zii , requires the inclusion of modes

abovefmax to ensure nulls at the appropriate frequencies in the response. This ca

attributed to the evanescent wave modes that impact the self impedance at a po

decays by the time they reach the remote ports. The input impedance at port 8 was

puted and compared in Fig. 2.8 using the same number of modes used in Fig. 2.7. A

be seen in Fig. 2.8, though the poles match exactly for both the 441 modes and 20 m

test cases, the nulls are shifted resulting in a deviation in the response. This can

errors when the noise voltages are computed using the reduced order model. The

occurs mostly in the imaginary part rather than in the real part as shown in Fig. 2.9.
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Fig. 2.7 Trans-impedance between ports 3 and 8: Computation withm=0 to 20 and

(2,0)

(0,2)

(2,2)
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(0,0)

n=0 to 20 (solid line) and withm=0 to 4 andn=0 to 3 (dashed line)
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This can be seen from (2.7) which can be rearranged in terms of the real and imag

parts as:

where
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Fig. 2.8 Input impedance at port 8: Computation withm=0 to 20 andn=0 to 20 (solid

(2,0)

(0,2)

(2,2)

(4,0)

(0,0)

line) and withm=0 to 4 andn=0 to 3 (dashed line)
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Fig. 2.9 Input impedance at port 8, (a) real part and (b) imaginary part: Computa
with m=0 to 20 andn=0 to 20 (solid line), withm=0 to 4 andn=0 to 3 (dashed line)
and withm=0 to 10 andn=0 to 10 (dotted line)
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Consider the modal response of the input impedance for ‘mn’ mode.

where

(2.12) reveals how higher order modes affect the response at lower frequencies.

, the reactance in the imaginary part changes from inductive to capacitive n

at ωmn as shown in Fig. 2.10 while the resistance of the real part is always positive

obtain the response at the minima in Fig. 2.8, the effect of the resonant modes foω >

ωmax on the response forω < ωmax needs to be understood. As shown in Fig. 2.10 a

from (2.12), the effect of the higher order modes on the real part ofZii is minimal since the

variable ‘ω’ shows up in the denominator. However, the reactance term in (2.12) con

the frequency factor in the numerator and therefore the response is significantly aff

by the higher order modes. Since the maximum error in the imaginary part ofZii (reac-

tance of the circuit) occurs atfmaxwith less error at lower frequencies, the error atfmaxhas

been used as a criterion to determine the modes required to implement the resona

cuits. The required modes are determined such that the error of the reactance ofZii at fmax

is minimized when higher order modes are added to the modes in (2.10). In Fig. 2.9(b

maximum error of the response at 1 GHz (fmax) was reduced by adding the modes up

Zii mn, ω( )
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m,n=10. The resulting error was 20% of the original error when using the modes (mk, nk)’s

in (2.10).

The mode numbers can be further reduced according to port locations by investig

the residue termsΓiimn’s in (2.12) which contain information on the port locations [24

Γiimn vanishes at or wherek is an odd number, 1,3,5.. sinc

cos(kπ/2) = 0. Therefore, the resonator circuits corresponding to those modes can be

pressed whenever or wherek is an odd number. For example

at port 8, all odd modes ofmandn are removed since the port is located at the center of

board and so the cosine factors and henceΓiimn’s vanish for those modes.

x a 2m⁄( )k≅ y b 2n⁄( )k≅

m a 2x⁄( )k≅ n b 2y⁄( )k≅
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Fig. 2.10 Modal input impedanceZii ,mn computed at port 8 withm=4 andn=3

fmax

Real part (dotted line) and imaginary part (solid line)
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By separating port-specific terms and physically constant terms,Γiimn is written as

Γiimn = (d/abε)Nmni
2. Table 2.1 showsNmni’s for port 8 form=0 to 4 andn=0 to 3. Only 6

modes (0,0), (0,2), (2,0), (2,2), (4,0), and (4,2) have significant values contributing t

response. Other modes withinfmaxdo not affect the results as shown in Figs 2.7, 2.8, 2

The largest suppression of modes occurs for the ports located at the center of the

and the minimum suppression occurs for the ports located close to the periphery

example, the maximum modes are required when input impedance needs to be com

for ports located near the periphery, as shown in Fig. 2.11 for port 5.

For a structure with a large number of ports, some ports can be described with

modes and others with more modes depending on the port locations. The response

planes should therefore include all the modes defined by the port locations for bot

self-impedance and trans-impedance computation. Therefore, the number of m

required is determined largely by the input impedance for a port close to the perip

rather than ports removed from the periphery.

m        n 0 1 2 3

0 1 0 -1.4142 0

1 0 0 0 0

2 -1.4142 0 2.0 0

3 0 0 0 0

4 1.4142 0 -2.0 0

Table 2.1Nmn8
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. By
2.3 Equivalent Circuit using Wave Resonator Models

Equivalent circuits are implemented using the method discussed in [18] and

where the passive network of lumped elements is synthesized directly from (2.1)

dividing the numerator and denominator of (2.7) byjω and linearizing as in (2.13), the

impedance in (2.7) can be rewritten as [23]:
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Fig. 2.11 Magnitude of the input impedance at port 5.
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Zij ω( )
NmniNmnj

1 jωLmn⁄ jωCmn Gmn+ +
---------------------------------------------------------------------

m 0=

∞
∑

n 0=

∞
∑= (2.13)
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where ,

,

,

and .

Gmn can be approximated as for low dielectric loss (tanδ

<< r/d).

Each mode of (2.13) represents a parallel resonator circuit and the equivalent circ

implemented using the passive lumped elements and ideal transformers as discus

[23] with the number of modes determined using the model order reduction me

described in the previous section.

Fig. 2.12 shows the equivalent circuit diagram forN ports with up to ‘pq’ modes.Emn,i

in each block of Fig. 2.12 represents a transformer circuit for port-i which delivers the

energy from the parallel resonator corresponding to the ‘mn’ mode. The parallel resonato

circuit of each mode consists of the circuit componentsLmn , GmnandCmn in (2.13). Since

each mode resonator circuit contains mode-dependent component values around th

resonance frequency, the whole circuit naturally reflects the frequency-dependent b

ior, which has been captured using lumped passive elements.

Each resonator requires 3 lumped elements and the number of resonators in the

alent circuit is the number of required modes independent of the number of ports.

number of transformers increases as the number of ports increases. However, the n

of transformers can be reduced significantly depending on the port locations.

Lmn d ωmnabε( )⁄=

Cmn abε d⁄=

Gmn abε d⁄( )ωmn δtan 2 ωmnµσ⁄( ) d⁄+( )=

Nmni εnεm

mπxi
a

------------- c
mπtxi

2a
---------------

nπyi
b

----------- c
nπtyi

2b
-------------sincossincos=

Gmn abε d
2⁄( ) 2ωmn µσ⁄=
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Each port requires transformers of, at most, the number of resonators or less de

ing on the port locations. Using this method, the equivalent circuit for the planes is im

mented using the minimum number of components. The number of components req

is given by

where is the total number of components in the circuit, is the number of the m

resonators used, is the number of the transformers which are determined b

modes required at each port  andN is the # of ports.

N012

N102

Nmn2

N011

N101

Nmn1

N01N

N10N

NmnN

port 1 port 2 port N

Fig. 2.12 Circuit implementation using resonator models for ‘N’ ports

E00,1

E01,1

Epq,1

E00,2

E01,2

Epq,2

E00,N

E01,N

Epq,N

GND

ℵt 3 ℵℜ× ℵTi
i 1=

N

∑+= (2.14)

ℵt ℵℜ

ℵTi

ℵTi ℵℜ≤( )
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The complexity of the developed model is a function of the number of ports and

number of components between ports. Using the model order reduction methods des

in the previous section, the complexity of the model between ports can be minim

Since each via represents a port, the number of ports can be minimized by either co

ing adjacent vias into a single port based on the highest frequency or by elimin

selected quiet vias. This can further reduce the size of the model.

2.4 Summary

In this chapter, a method for modeling plane pairs has been presented which us

analytical solution to compute the impedance for the ports on a plane pair. Equivalen

cuits can be implemented directly from the equation using wave resonator mode

model order reduction method has been developed to generate low order simulation

els. Wave mode numbers necessary for computing the accurate response of the mo

determined such that the model error in the imaginary part of the self-impedance is

mized at the highest frequency of interest. Since some wave modes vanish based o

locations, the model order is further reduced by eliminating the corresponding reso

circuits. By using the modeling method discussed in this chapter, the responses f

ports located at any location on the plane can be computed accurately and the plan

can be represented as a low order circuit for efficient simulation.

The next chapter discusses measurements on a test vehicle to verify the accuracy

modeling method described in this chapter.
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CHAPTER 3

Model to Hardware Correlation

In the previous chapter, a modeling method for plane pairs was discussed. This ch

discusses some measurements on a test vehicle and correlation between measu

and simulation results using the modeling method described in Chapter 2.

3.1 Test Vehicle Design and Fabrication

Test boards were designed and fabricated to check the accuracy of the mod

approach in the time domain. Fig. 3.1 shows the layer structure and port locations o

top plane which are used for measurements and verification of the plane modeling me

1 signal
2 plane
3 signal

4 signal
5 plane
6 signal

100µm, εr=4.4

152µm, εr=4.45

838µm, εr=4.5

152µm, εr=4.45

100µm, εr=4.4

x

y

1 2

34

13.46cm

13.46cm

port#1: (0.5, 1.3)cm
port#2: (12.96, 1.3)cm
port#3: (12.96, 12.16)cm
port#4: (0.5, 12.16)cm

SMA
connectors

Fig. 3.1 Test Vehicle: (a) layer stack-up and (b) top view

(a) (b)
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The plane size is 13.46 cm by 13.46 cm and the dielectric constants are 4.4~4.

MHz and 4.1~4.2 at 100 MHz. The thicknesses of the planes, P1 and P2, are 35u

(the 5th layer) was used as the ground reference for all the probe points.

3.2 Transient Measurements and Simulation

The transient response of the planes was measured using a digital sampling o

scope Tektronix 11801B as shown in Fig. 3.2. The SD-24 sampling head in the mea

ment setup generated a step pulse with 35ps rise time and 500 mV amplitude. The s

impedance of the oscilloscope is 50Ω. Since the characteristic impedance of the coax

cables used in Fig. 3.2 is 50Ω, the incident pulse launched on the plane is 250 mV. T

signal lines in Fig. 3.1 are not activated in the measurement.

Fig. 3.2 Measurement setup
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Pulse transients on the plane P1 were measured with the pulse source. Based on

(2.10) and the analysis method described in Sec. 2.2, for a frequency band of 1 GH

minimum required modes were 4 withMm = 1 andMn = 1. This translates to the (0,0)

(1,0), (0,1) and (1,1) modes. Fig. 3.3 and Fig. 3.4 show the input impedance at port

the trans-impedance between port 1 and port 3, respectively, computed with more tha

modes, with 9 modes(m=0 to 2,n=0 to 2) and with 25 modes(m=0 to 4,n=0 to 4). Since

the structure is square, resonances for (m,n) and (n,m) modes occur at the same frequenc

i.e., fmn=fnm. Due to this, the first peak resulted from the sum of the two modes (0,1)

(1,0). Two test cases were used to simulate the transient response and compared wit

surements.

As a first test case, the pulse was injected into port 1 and measured at port 3. Fi

shows the equivalent circuit representation of the measurement setup including the

equivalent circuit. Fig. 3.6 shows the simulated transient response which has been

lated with the measured data. The simulation result shows good agreement with the

surements.

As a second test case, 3 pulses were injected at ports 1, 2 and 4 simultaneously a

transmitted wave was measured at port 3. The number of modes considered were 25m=0

to 4 andn=0 to 4) for the construction of the 4 port equivalent circuit. The simulati

result shows good agreement with the measured data as shown in Fig. 3.7. Thou

small glitch due to a spurious oscillation in the initial time period of the simulation is n

ligible in amplitude, it can be removed by including higher order modes for accura

modeling the delay.
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Fig. 3.3 Input impedance at port 1 (a) real and (b) imaginary part
441 modes withm=0 to 20 andn=0 to 20 (solid), 9 modes withm=0 to 2 and
n=0 to 2 (dashed) and 25 modes ofm=0 to 4 andn=0 to 4 (dotted)
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Fig. 3.4 Trans-impedance between ports 1 and 3 (a) real and (b) imaginary part

to 2 (dashed) and 25 modes withm=0 to 4 andn=0 to 4 (dotted)
441 modes withm=0 to 20 andn=0 to 20 (solid), 9 modes withm=0 to 2 andn=0
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Both Figs 3.6 and 3.7 show initial glitches in the response caused by the resonan

the structure followed by the charging of the planes in the steady state. Since the m

show good correlation with measurements both in the transient and steady states

models represent large bandwidth models which are often required for noise compu

in high frequency packages.

Equivalent circuit for 2 ports

V1 V2

+

-

+

-

50Ω

50ΩV Vm

+

-

:

:

:

:

:

:

Cable SMA
T/L T/L

Zo

CableSMA
T/L T/L

Zo
1

1

1

1

1

1

N011

N101

N221

N012

N102

N222

C01 L01 R01

C10 L10 R10

C22 L22 R22

C00

C01=6.05711e-10F,L01=1.45404e-10H,R01=1.96072e+02Ω, N011=1.3574, N012=-1.3526

C10=6.05711e-10F,L10=1.45404e-10H,R10=1.96072e+02Ω, N101=1.4079, N102=-1.4079

C11=6.05711e-10F,L11=7.27020e-11H,R11=1.64876e+02Ω, N111=1.9110, N112=1.9042

C02=6.05711e-10F,L02=3.63510e-11H,R02=1.38644e+02Ω, N021=1.1914, N022=1.1730

C20=6.05711e-10F,L20=3.63510e-11H,R20=1.38644e+02Ω, N201=1.3888, N202=1.3888

C12=6.05711e-10F,L12=2.90808e-11H,R12=1.31121e+02Ω, N121=1.6773, N122=-1.6514

C21=6.05711e-10F,L21=2.90808e-11H,R21=1.31121e+02Ω, N211=1.8852, N212=-1.8785

C22=6.05711e-10F,L22=1.81755e-11H,R22=1.16585e+02Ω, N221=1.6546, N222=1.6291

Fig. 3.5 Equivalent circuit for the measurement setup
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Fig. 3.6 Transient response at port 3 with port 1 excited:
Simulation (solid line) and measured data (dashed line)
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Fig. 3.7 Transient response at port 3 with ports 1, 2 and 4 simultaneously excite
Simulation (solid line) and measured data (dashed line)
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3.3 Summary

In this chapter, time domain measurements on a test vehicle have been discusse

test structure which consists of a plane pair has been modeled using the method des

in Chapter 2 and the simulation results were compared with measurements. The equ

circuits were constructed using the modesm=0 to 2 andn=0 to 2. The transient respons

shows that although the plane behaves basically as a parallel plate capacitor in the

state with the input pulse charging the structure, large oscillatory glitches occur in the

tial time period due to wave reflection from the boundaries. It was shown from the sim

tion results that the model captured the plane resonances in the initial time p

accurately.

In the next chapter, the modeling method described in chapter 2 for rectangular g

etries has been extended for irregular geometries.
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CHAPTER 4

Modeling of Irregular Planes

Some applications contain irregular power distribution planes. Examples are pa

cellular phones and certain digital systems, to name a few. These power distribution

works can be analyzed as composites of simpler configurations. Examples of pa

planes with large cut-outs or L-shaped planes are shown in Fig. 4.1.

The analytical solution in (2.1) are no longer valid for these irregular structures. H

ever, an irregular structure such as those in Fig. 4.1 can be decomposed into regula

angular shapes which can be recombined using the method of segmentation [26

Using segmentation, an irregular structure can be divided into rectagular regions sha

common interface, where each region is bounded by either electric or magnetic w

x

x

x

x

Fig. 4.1 Practical examples of irregular geometries of planes in power distribution

(a) (b)

network: (a) rectangular geometry with a large cut-out and (b) L-shaped geometr
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Using the solution for a rectangular geometry, each region is first characterized usin

analytical solution in (2.1) and recombined by enforcing the continuity of the tange

components of the electric and magnetic fields at the interface. The underlying basis

segmentation approach is the transformation of the field matching along the inte

between two regions into an equivalent network connection problem. Matching of the

gential component of the magnetic field is accomplished by the current continuity co

tion enforced by Kirchoff’s current law. The continuity of the tangential component

electric field is ensured by enforcing equivalence of voltages at the connected ports.

the electromagnetic field matching problem is solved as an equivalent network inte

nection problem. An alternate way of solving the problem for these structures is by u

the desegmentation method. This method is applicable in cases where the addition

or more simpler shapes to the original irregular shape to be analyzed yields another s

shape. The segment added to the original structure and the augmented structure wh

regular are characterized using the solution in (2.1). Then the response of the or

irregular structure is solved by enforcing the boundary conditions at the common inte

as in the segmentation method. In this chapter, the segmentation method will be u

obtain the response of a structure with a large cut-out, as shown in Fig. 4.1.

4.1 Segmentation Method

To review the segmentation method, consider the structure in Fig. 4.2 where the

ture ‘G’ is the composite of the structures ‘A’ and ‘B’. The responses of ‘A’ and ‘B’ a

known and the response of ‘G’ needs to be obtained between ports p and q. The stru

‘A’ and ‘B’ are connected together through the connection ports ci’s and di’s.
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The boundary conditions enforced for current continuity at the interface are

whereVci, Vdi are the voltages at theci anddi ports andIci, Idi are the currents flowing into

theci anddi ports.

Let the structures A, B and G be represented as

and

whereVc = [Vc1 Vc2 ... Vcn], Ic = [Ic1 Ic2 ... Icn], Vd = [Vd1 Vd2 ... Vdn] and Id = [Id1 Id2 ...

Idn] for n connections. Using the boundary conditions in (4.1), the voltage-current rela

between portsp andq can be derived as:

c1
c2
c3

d1
d2
d3

p q p qA B G

Fig. 4.2 Segmentation method

Vci Vdi=

I ci I– di=
(4.1)

and

Vp

Vc

Zppα Zpc

Zcp Zccα

I p

I c

ZA
I p

I c

= = (4.2a)

Vq

Vd

Zqqβ Zqd

Zdq Zddβ

I q

I d

ZB
I q

I d

= = (4.2b)
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If the impedance matricesZA andZB in (4.2) are known, the impedance for the stru

tureG, ZG, can be obtained using (4.3).

As an example, consider the rectangular planeG in Fig. 4.3 measuring 6cmx 2cmwith

a dielectric thickness of 1142µm and relative permittivity of 4.5. This structure can b

decomposed into two planes of dimension 3cm x 2cm and combined using connection

ports, as illustrated in Fig. 4.3. In Fig. 4.3, ports 1 and 2 are located at (1.0, 1.5) and

0.5), respectively. The planesA andB were individually analyzed using (2.1) to comput

the impedance. The impedance matrix which included the trans-impedance m

between ports 1, 2 and the connection ports was computed usingm=0 to 20 andn=0 to 20

wave modes for each plane. Using (4.3), the planesA and B were combined and the

response between ports 1 and 2 was computed. This was compared with the so

obtained by analyzing planeG directly using (2.1) andm=0 to 20 andn=0 to 20 wave

Vp

Vq

Zppα 0

0 Zqqβ

Zpc

Zqd–
Zccα Zddβ+( ) 1–

Zcp– Zdq
+

 
 
  I p

I q

ZG
I p

I q

= = (4.3)

x

x
A B

3cm

2cm

3cm

2cm

Fig. 4.3 PlaneG decomposed into planesA andB

1’
2’

εr=4.5
d

2cm

6cm

x
xG1

2

d=1142µm
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modes. The results are shown in Fig. 4.4 for varying number of connection ports. In

4.4, the result converges for 11 connection ports, indicating appropriate matching a

boundary between planesA and B. The disagreement in magnitude at the resonant f

quency between the computation with k=11 and the analytical solution is due to the

number of connection ports used. This leads to a slight shift of the resonant frequ

since the responses were computed at discrete frequencies with a finite frequency s

10MHz.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
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Fig. 4.4aZ12 magnitude computed using segmentation method with different numb
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of connection ports
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4.2 L-shaped Planes

In the previous section, the accuracy of the segmentation method for a certain nu

of connection ports has been demonstrated using a rectangular plane structure. In th

tion, an L-shaped structure with dimensions 12.26cmx 9.60cm, as shown in Fig. 4.5a, has

been analyzed. The dielectric thickness is 25.4µm with a relative permittivity of 4.0 and

the metal conductivity is 5.8x105mho/cm. The external ports are located at port 1 (2.26cm,

6.81cm) and port 2 (3.38cm, 5.92cm) on P2. This structure has previously been analyz

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
9
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Frequency
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k=6

k=9

k=11
Analytical solution

Fig. 4.4bZ12 phase computed using segmentation method with different number 
connection ports

[rad]
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using the transmission line matrix method [28]. In this section, the structure has been

lyzed using the segmentation method. The L-shaped structure is first decomposed in

rectangular structures as shown in Fig. 4.5b.

The frequency response at the external ports 1 and 2 and the connection portsai’s and

bi’s were computed for P1 and P2 separately using the analytical solution with the

modesm=0 to 60 andn=0 to 60. The results were then combined at the connection p

using the segmentation method. The self-impedance at port 1 computed with diff

number of connection ports is compared with the computation using the transmissio

matrix method [28] in Fig. 4.6. In [28], the structure was partitioned into unit cells

12.26cm

9.60cm

5.84cm
2.30cm

2.30cm

5.84cm

6.41cm

9.60cm

x
x

x

x

x

y

1

2

1
2

d=25.4µm

0

εr=4

P1
P2

(a)

(b)

Fig. 4.5 Decomposition of the L-shape structure into rectangular structures for
solving the port response using the segmentation method

a1a2

ak

b1b2

bk
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dimension 0.508cm x 0.508cm and the total response was computed using the transm

sion line matrix method. In Fig. 4.6, the segmentation method agrees with the tran

sion line matrix method for 12 connection ports over a bandwidth of 2 GHz. T

translates to a spacing ofλ/40 between the connection ports at 2GHz which indicates

fine granularity that is required.

4.3 Planes with Cut-outs

In the previous sections, the accuracy of the segmentation method has been d

strated for a rectangular structure and L-shaped structure. In this section, an irre

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
9

0

0.5

1

1.5

Frequency [Hz]

k=1 

k=3 

k=5 

k=8 

k=10

k=12 

Using Transmission Line Matrix

Fig. 4.6 Self-impedance of the L-shape structure at port 1 computed using the
segmentation method with different number of connection ports and using the
transmission matrix method.
64



-

own in

cribed

) with

t for

lanes.
plane structure with dimension 3.2cmx 3.2cmand a cut-out of 1cmx 1cmas shown in Fig.

4.7a has been analyzed. The dielectric thickness is 300µm with a relative permittivity of

9.5 and the metal resistivity is 10.5µΩ-cm. The structure is decomposed first into two L

shaped planes. Each L-shaped plane is then divided into rectangular planes, as sh

Fig. 4.7c. The rectangular planes can be analyzed using the analytical solutions des

earlier. The responses of the rectagular planes in Fig. 4.7c were computed using (2.1

wave mode numbersm=0 to 10 andn=0 to 10.

The response at the ports in Fig. 4.7a, which are located at port 1 (0.5cm, 2.7cm) and

port 2 (2.7cm, 0.5cm), has been solved using the two-step segmentation process: firs

each L-shaped plane and then for the whole structure by combining two L-shaped p

x

x

Fig. 4.7 Decomposition of the structure with a cut-out into regular structures for
solving the port response using segmentation method

(a) (b) (c)
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The responses on planes P1 and P2 were first computed at the connection portsai’s, ci’s

and the external ports 1,bi’s, di’s as shown in Fig. 4.5c using the analytical solution as

Using the segmentation method, the response on P5 in Fig. 4.7b was computed

1 and the connection portsbi’s anddi’s by combining the two matrices in (4.4) as

Similarly, the response on P6 in Fig. 4.7b was computed at port 2 and the conne

portsei’s andgi’s by combining the impedance matrices of planes P3 and P4 as

Finally, the response of the entire structure at ports 1 and 2 in Fig. 4.7a was com

using the segmentation method by combining the results in (4.5) and (4.6) as

ZP1

Z11 Z1b Z1a

Zb1 Zbb Zba

Za1 Zab Zaa

= ZP2
Zdd Zdc

Zcd Zdd

= (4.4)

ZP5

Z11 Z1b Z1d

Zb1 Zbb Zbd

Zd1 Zdb Zdd

= (4.5)

ZP6

Z22 Z2e Z2g

Ze2 Zee Zeg

Zg2 Zge Zgg

= (4.6)

ZT
Z11 Z12

Z21 Z22

= (4.7)
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Figs 4.8a and 4.8b show the computation results with different number of conne

ports. It can be seen that the result converges with 28~32 connection ports. The rec

lar structure of dimension 3.2cmX3.2cmwith the same port locations but without a cut-ou

was also computed using the analytical solution to analyze the effect of the cut-out

imaginary part of the trans-impedance for the rectangular structure is shown in Fig

While the first resonance of the rectangular structure without the cut-out occure

~1.5GHz, that of the structure with the cut-out was shifted to a lower frequenc

~650MHz. This can be attributed to the wave taking a longer path to commun

between the ports due to the presence of the cut-out.
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Fig. 4.8a Real(Z12) computed for the structure in Fig. 4.5a using segmentation wit
different number of connection ports (=k)
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4.4 Summary

In this chapter, a method for analyzing irregular plane structures has been discu

Irregular structures are first decomposed into regular structures and re-combined for

puting the response of the original irregular structure using the method of segmenta

Using this method, an L-shpaed plane structure and a rectangular structure with a

cut-out have been analyzed. The computation result of the L-shaped plane structure

the segmentation method has been compared with the response computed using th
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x 10
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Frequency

k=4

k=16
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Fig. 4.8b Imag(Z12) computed for the structure in Fig. 4.5a using segmentation wi
different number of connection ports (=k)
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mission line matrix method. Good correlation with 12 connection ports was obtained

a bandwidth of 2GHz.

The rectangular structure with a cut-out was analyzed using a two-step segmen

process by decomposing the structure first into L-shaped plane structures and the

rectangular structures. The response computed using the segmentation method con

with 32 connection ports. The results were compared with the response of a rectan

plane of the same size with no cut-out. The first resonance of the structure with a cu

shifted to a lower frequency of ~650MHz as compared to ~1.5GHz for the rectang

plane.
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Fig. 4.9 Imag(Z12) computed for the solid regular structure (no cut-out, 3.2cmX3.2c
using (2.1)
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Through various examples it has been shown that the response of irregular plane

be computed efficiently and accurately by using the analytical solution in Chaper 2 an

segmentation method. In Chapter 2, the rectangular planes were modeled as resona

cuits constructed directly from the solution. Since the response of irregular struc

computed using the segmentation method discussed in this chapter are purely num

equivalent circuits need to be constructed based on the frequency response compu

macromodeling method is discussed in Chapter 6 to model the response as rationa

tions.
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CHAPTER 5

Decoupling Capacitors

The accurate computation of the power distribution impedance in a package is im

tant since it helps to estimate the ground bounce and electromagnetic interference in

ital system. An important component of the power distribution network are decoup

capacitors, whose presence alters the impedance. Depending on the manner in wh

capacitors alter the power distribution impedance, the ground bounce in the system m

may not be suppressed. Hence a critical sizing activity for a designer is to understan

effect of the decoupling capacitor parasitics, namely, series equivalent resistance (RE) and

inductance (LE) on the power distribution system as well as the noise suppression obta

based on the decoupling capacitor placement.

5.1 Modeling Method

In this section, a method which incorporates decoupling capacitors into the plane

tion in (2.1) is discussed. Fig. 5.1 illustrates a plane structure with a decoupling capa

at an arbitrary port location. The impedance of the capacitor includes its parasitic in

tance (LE) and resistance (RE). The current-voltage relationship at the ports containing

decoupling capacitors is illustrated in Fig. 5.1 using which the impedance matrix o

planes can be updated.
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Let a decoupling capacitor be connected to porti, as shown in Fig. 5.1, where the cur

rent flowing into thei-th port, ii’, is divided between the plane and the capacitor. Let

plane structure without decoupling capacitors be represented as

whereV = [v1 v2 ... vn]
T, I = [i1 i2 ... in]

T are the voltage and current vectors, respective

From Fig. 5.1, the voltages at the ports can be written as:

wherezci = jωLEi + REi + 1/jωCi is the impedance of the decoupling capacitor. When m

tiple capacitors are connected to a port, the impedancezci is the parallel combination of

V ZI= (5.1)

V=ZI

ii vi ii
’

ici

zci

V=Z’ I’

N port
Plane

Fig. 5.1 Planes with decoupling capacitors

port i

Decoupling Capacitor(s)

V

v1

v2

…
vn

zc1i c1

zc2i c2

…
zcnicn

zc1

zc2

…
zcn

ic1

i c2

…
i cn

ZCI C= = = =
0

0

(5.2)
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the capacitors. Using the current relationI ’ = I + IC, V in (5.2) can be written in terms of

I ’ as:

where the updated impedance matrix becomes

whereZC is the diagonal matrix containing the impedance of the decoupling capac

andZ’ represents the new impedance matrix of the planes.

In (5.4), the location of each capacitor is treated as a port. The impedance matrix

out capacitors is first computed at all the port locations. The capacitors are then inc

and the impedance matrix is updated as shown in (5.4). It is important to note that the

asitics of the capacitor include the inductance of the leads and the losses of the cap

Using this method, algorithms can be developed for the optimal placement of decou

capacitors.

5.2 Test Structure

Consider a plane of size 5cm x 5cm separated by a 150µm thick insulator with relative

dielectric constant 9.5. The resistivity of the metallization is 10.5µΩ-cm. Fig. 5.2 shows

the port locations where port p3 indicates the port location for a decoupling capacito

V Z Z ZC+( ) 1–
ZCI ′=

ZC
1–

Z
1–

+( )
1–
I ′=

Z′I ′=

(5.3)

Z′ Z ZC+( ) 1–
= (5.4)
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60 pH

is

from
The decoupling capacitor used has capacitance of 32nF, series inductance of

and series resistance of 50mΩ and therefore the admittance of the decoupling capacitor

Hence the admittance matrix for the decoupling capacitors in (5.4) is as follows:

The admittance matrix for the bare plane with no decoupling capacitors is computed

(2.1) as:

x

x

x

5cm

5cm p2

p3
p1

Fig. 5.2 A plane structure with a decoupling capacitor

p1: (1.5cm, 1.5cm)

p2: (2.5cm, 2.5cm)

p3: (2.5cm, 2.0cm)

yc zc
1– 1

1

j2πfx32x10
9–

----------------------------------- j2πfx60x10
12–

0.05+ +
------------------------------------------------------------------------------------------------= =

(5.5)

YC ZC
1–

0 0 0

0 0 0

0 0 yc

= = (5.6)
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The updated new impedance matrix containing the decoupling capacitor in (5.4) is

Figs 5.3 and 5.4 show the trans-impedance between ports p1 and p2 and self-imped

port p2 in Fig. 5.2, respectively. The self-impedance at port p2 with a decoupling capa

with different parasitics was computed and the performance of the decoupling cap

was compared in Fig. 5.5. Three more decoupling capacitors of 32nF,LE=60nH and

RE=50mΩ were added to the plane at (3.0cm, 2.5cm), (2.5cm, 3.0cm) and (2.0cm, 2.5cm).

The self-impedance with four decoupling capacitors was compared with the response

one decoupling capacitor in Fig. 5.6. As seen in Figs. 5.3 to 5.6, the impedance dec

over the frequency range with a new resonant frequency occuring at a lower frequ

when the decoupling capacitors were added. It can be also seen that a smaller pa

inductanceLE reduces the impedance and helps in shifting the resonance to a highe

quency. Consider the plane pair as a parallel plate capacitor of 1.4nF (C = εA/d). The

response of the plane represented as a capacitor is compared with the plane respon

puted using the analytical solution in (2.1) in Fig. 5.7a. In Fig. 5.7b, a decoupling cap

tor of 32nF,LE=60nH andRE=50mΩ was added to the plane represented as a capacito

Y Z
1–

y11 y12 y13

y21 y22 y23

y31 y32 y33

= = (5.7)

Z
′

Y YC+( ) 1–
y11 y12 y13

y21 y22 y23

y31 y32 y33 yc+( )

1–

= = (5.8)
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parallel and its response was compared with the plane response computed using (2

(5.8) with the decoupling capacitor attached at port p3. It can be seen that the respo

the plane represented as a capacitor agrees with the response computed using (2

(5.8) only at very low frequencies up to 100MHz, indicating the importance of treating

plane as a cavity resonator and not just a lumped capacitor.

5.3 Summary

In this chapter, a method for incorporating decoupling capacitors into the plane

tion has been discussed. It has been demonstrated that the presence of decoupling

tors decreases the plane impedance at high frequency. In addition, decoupling cap

shift the resonance frequencies of the unpopulated plane to lower frequencies with

smaller impedance. The effect of parasitics of the decoupling capacitors on the impe

of the plane was also analyzed using a test structure.
76



0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
9

0

2

4

6

8

10

12

Frequency

Fig. 5.3 Trans-impedance between ports p1 and p2 with a decoupling capacitor
of 32nF,RE=50mΩ andLE=60nH at port p3 (dashed) and with no decoupling
capacitor (solid)

Fig. 5.4 Self-impedance at port p2 with a decoupling capacitor of 32nF,RE=50mΩ
andLE=60nH at port p3 (dashed) and with no decoupling capacitor (solid)
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Fig. 5.5 Self-impedance at port p2 (a) with no decoupling capacitor, (b) with a
decoupling capacitor of 32nF,RE=50mΩ andLE=60nH, (c) with 32nF,RE=10mΩ
andLE=60nH and (d) with 32nF,RE=50mΩ andLE=10nH placed at port p3.
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Fig. 5.6 Self-impedance at port p2 (a) with no decoupling capacitor, (b) with one
decoupling capacitor of 32nF,RE=50mΩ andLE=60nH and (c) with four
decoupling capacitors of 32nF,RE=50mΩ andLE=60nH placed at port p3.
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Fig. 5.7 (a) Plane response at port p2 with no decoupling capacitor at port p3, com
uted using (2.1) (solid) and treated as a capacitor (dashed), and (b) Plane respon
port p2 with a decoupling capacitor of 32nF,LE=60pH andRE=50mΩ connected at
port p3, computed using (2.1) (solid) and treated as a capacitor (dashed)
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CHAPTER 6

Macromodeling using Rational Functions

The previous chapters enable the analysis of irregular shaped planes and plane

decoupling capacitors. Using the methods described, the frequency response at por

tion can be computed. However, this data needs to be included as part of a larger ne

for simulation with non-linear devices. This is possible through macromodels, detai

which are discussed in this chapter. The advantage of using macromodels are the f

ing: a) a complex network can be represented by using a reduced order model by elim

ing the internal nodes and b) they reduce the computational complexity of the convol

integral to O(N) operations for an N step transient simulation [29].

When the frequency response of a device is available as a look-up table, the devic

be modeled using rational functions called macromodels. The high frequency featu

the system can be captured through equivalent circuits using circuit parameters,Z (imped-

ance),Y (admittance) orS (scattering), represented as rational functions. Using mac

modeling, the dominant poles of the system can be captured using reduced order m

This enables the representation of systems through simple models. In this chapte

macromodeling method discussed in [30],[31] is described and the issues associate

the macromodeling for complex systems are discussed.
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6.1 Eigenvalue Problem

Assuming the frequency response of the device is known as a look-up table, the

can be captured using a rational function of the form:

wheres= jω, H(s) is the available data at discrete frequencies andai , bi are unknown coef-

ficients to be computed. (6.1) is rewritten as

(6.2) is next rearranged as a matrix equation as in (6.3) where ‘A’ is a known matrix

and ‘X’ is the solution vector to be found.

The coefficients in X of (6.3) are found by solving the eigenvectors and eigenvalu

the equation [32],[33]:

H s( )
a0 a1s … apsp+ + +

b0 b1s … bqsq+ + +
--------------------------------------------------= (6.1)

a0 a1s … apsp b0H s( ) b1– sH s( ) …– bq– sq
H s( )–+ + + 0= (6.2)

1   s1   s1
2   ......   s1

p   -H(s1)    -s1H(s1)    .......    -s1
qH(s1)

1   s2   s2
2   ......   s2

p   -H(s2)    -s2H(s2)    .......    -s2
qH(s2)

..................................................................

..................................................................

..................................................................

1   sn   sn
2   ......   sn

p   -H(sn)    -snH(sn)    .......    -sn
qH(sn)

a0
a1

.
ap
b0
b1

.
bq

= 0

A                                           X

(6.3)
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whereAH is the complex conjugate transpose of the matrixA. The solution is the eigen-

vector corresponding to the minimum eigenvalue (λmin) closest to zero. Since the matri

AHA is complex, the eigenvectors are complex. For the rational function in (6.1) to be

izable, the condition that all the coefficients in (6.1) are real is enforced. SinceX is a real

vector with the enforced condition and the eigenvalues of a Hermitian matrixAHA are real,

the term on the right side of the equation in (6.4) is a real vector and hence (6.4) c

written as

Hence, the solution is obtained by solving the eigenvector ofRe(AHA) corresponding

to the minimum eigenvalue. In (6.5), the frequencies are normalized with a scaling f

for a numerically stable result during computation.

This macromodeling method has been successfully used for modeling electri

small and lossy structures in [30] and [34] for which stable models have been constru

As the system gets complex, ensuring the passivity of the macromodels is critical for

sient simulations. The issues related to passivity will be discussed in the next chapte

When a large number of ports in an electrically large system are modeled, a

matrix in (6.3) needs to be solved and this can be a problem due to limited com

resources and due to the ill-conditioned matrix ‘A’ in (6.3).

A
H

AX λminX= (6.4)

Re A
H

A( )X λminX= (6.5)
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In [30] and [34], all the rational functions for the multi-port response were obtai

simultaneously with common denominator polynomials, i.e., common poles. A phen

ena observed in modeling an electrically large system is that the effects of some pol

cancelled based on the port locations, as discussed in Sec. 2.2 on model order red

i.e., a pole observed at a port may not occur at another port. Solving the eigenvalue

lem simultaneously for all the ports with different poles can cause matrix ‘A’ in (6.3) to be

ill-conditioned. Also, the number of ports which can be solved simultaneously is lim

by the computer memory. To avoid this problem, each port is solved separately by

puting the eigenvectors for each circuit parameter (S, Y or Z), to generate individual ratio-

nal functions with different poles.

Consider the plane structure in Fig. 2.2. The scattering parameters (S) for the 15 ports

on the structure were computed using (2.1) and (2.2) and modeled as rational func

Each parameter was modeled as described above. The macromodeling results

reflection at port 1 and transmission between ports 7 and 8 are shown in Fig. 6.1.

S11 was captured using a rational function withp=11 andq=12 model orders whileS78

was captured using model ordersp=2 andq=3. Further results on S parameters and mac

models are available in the appendix. The minimum model orders required are foun

either investigating the eigenvalues as a function of the polynomial orders as shown i

6.2 or by counting the number of resonant frequencies present in the table for highly

nant systems. In Fig. 6.2, the minimum eigenvalue converges close to zero near the

priate model order, which can be used for determining the order of the rational funct
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Fig. 6.1 Response of rational functions (a)S11 magnitude and phase and
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Fig. 6.2 Minimum eigenvalue convergence for generating macromodels.
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In [31], macromodeling has been applied to electrically small and simple device

which stable macromodels with small orders were found. However, for an electric

large system with a complex response, the macromodeling method in [31] does not

antee a passive model.

In the following sections, methods have been presented for constructing equivalen

cuits based on various circuit parameters. Enforcement of the passivity of circuits w

discussed in the next chapter.

6.2 Equivalent Circuit Based on S-parameters

The rational functions developed using macromodels in Sec. 6.1 can be used to i

ment equivalent circuits using dependent current or voltage sources. In this section,

examples of equivalent circuits using macromodels based on Y and Z paramete

introduced with HSPICE functions. Also the circuit using S parameter-based macro

els is developed for highly resonant systems. A circuit using Y-parameters can be r

sented as

(6.6) can be implemented in HSPICE using dependent voltage sources as sho

Fig. 6.3. Similarly, a circuit using Z-parameters can be represented as

I i Yij s( )V j
j

∑= (6.6)

Vi Zij s( )I j
j

∑= (6.7)
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Since dependent current sources are not available for rational functions in HSP

the circuit is formed using dependent voltage sources as in Fig. 6.4. These circuits us

or Z parameters have been used successfully for simulating lossy and electrically

structures such as resistors and capacitors [31],[34].

However, for resonant circuits such as power distribution networks, theYandZ param-

eter networks can introduce errors during transient simulation. This is because th

quency response has large variations in amplitude making it difficult to capture

behavior at both DC and high frequencies using rational functions. S parameter m

models can be used to avoid these errors in modeling systems with multiple resona

Since S parameters of passive systems are bounded in value ( ), macrom

using S parameters can capture both the DC and high frequency characteristics we

i1

y11(s)V1 y12(s)V2 y1n(s)Vn

i2

y21(s)V1 y22(s)V2 y2n(s)Vn

in

yn1(s)V1 yn2(s)V2 ynn(s)Vn

V1

V2

V3

Fig. 6.3 Circuit implementation using Y-parameter macromodels

S s( ) 1≤
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A technique for developing equivalent circuits using S-parameters for microwave

cuits has been discussed in [35], which can be represented in the form:

whereZo is the port characteristic impedance. In [35] the circuit in (6.5) was implemen

using a look-up table containing S-parameters as a function of frequency. By implem

ing the circuit using macromodels, the circuit can be simulated faster and more accur

This is because rational functions enable recursion for computing the transient res

and provide a good interpolation between frequency points. Macromodels can be

structed for the functions (1+Sii)/(1-Sii) andSij /(1-Sii). By placing a small resistor in serie

+
-
+
-

+
-

+
-
+
-

+
-

+
-
+
-

+
-

i1 i2 inr1 r2 rn

i1 i2 in

V1 V2 Vn

Fig. 6.4 Circuit implementation using Z-parameter macromodels

Z11Vr1

Z12Vr2

Z1nVrn

Z21Vr1

Z22Vr2

Z2nVrn

Zn1Vr1

Zn2Vr2

ZnnVrn

Vi Zo

1 Sii+

1 Sii–
--------------- I i

Sij

1 Sii–
--------------- V j ZoI j+[ ]

j 1=

N

∑+= i,j  = 1, ...,N, i=j (6.8)
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with the ports and expressing the current terms in (6.8) by the voltage across the re

all terms can be implemented using voltage controlled voltage sources. An alternate e

alent circuit can also be obtained by multiplying both sides in (6.8) by (1-Sii) and rearrang-

ing it as follows [36]:

which can be implemented using dependent sources. In (6.9) macromodels can be

oped for the S-parameters directly without any transformation. Fig. 6.5 shows the c

diagram using (6.9). The resistors r1-rn in Fig. 6.5 are for sensing the currents at eac

in (6.9) and realizing the circuit using voltage-controlled voltage sources, since the

rent-controlled voltage sources are not available in HSPICE.

Vi Sii Vi Zo 1 Sii+( )I i Sij V j ZoI j+[ ]
j 1=

N

∑+ += i,j  = 1, ...,N, i=j (6.9)

V1

+

-

+ Vr1 -

r1
S11V1

(Zo/r1)*(1+S11)Vr1

S12V2

(Zo/r2)*S12Vr2

S1nVn

(Zo/rn)*S1nVrn

+
-
+
-

+
-
+
-

+
-

+
-

V2

+

-

+ Vr2 -

r2
S21V1

(Zo/r1)*S21Vr1

S22V2

(Zo/r2)*(1+S22)Vr2

S1nVn

(Zo/rn)*S1nVrn

+
-
+
-

+
-
+
-

+
-

+
-

Vn

+

-

+ Vrn -

rn
Sn1V1

(Zo/r1)*Sn1Vr1

Sn2V2

(Zo/r2)*Sn2Vr2

SnnVn

(Zo/rn)*(1+Snn)Vrn

+
-
+
-

+
-
+
-

+
-

+
-

Fig. 6.5 Circuit implementation using S-parameter macromodels
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Scattering parameters are used to capture the reflection and transmission chara

tics of microwave circuits. In the next section, methods have been developed to captu

behavior of interconnects and planes using S-parameter macromodels.

6.3 Test Cases

6.3.1 Test Case 1: Modeling of a Transmission Line

Transmission lines are often described as a distributed network which is represen

a large network of passive lumped elements. These transmission lines can be repre

using a reduced order model over the frequency range of interest. As an example, co

a 4mm-long transmission line consisting of a distributed network of 40 cascaded segm

as shown in Fig. 6.6. Each segment consists of L=55.5pH, C=8.3fF and R=1e-5Ω (~loss-

less) and L and R are divided by 2 to form a symmetric network. The frequency resp

of the two port system has been modeled as a rational function using macromodels.

The S-parameters for the network containing 40 segments were extracted

HSPICE simulation. The macromodels for the S-parameters based on the data

30GHz were generated withp=6 (numerator) andq=6 (denominator) orders as in (6.10).

27.75pH

0.5e-5Ω

8.3fF

27.75pH

0.5e-5Ω

Fig. 6.6 Transmission line represented as a network of R, L and C

27.75pH

0.5e-5Ω

8.3fF

27.75pH

0.5e-5Ω

port1 port2
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Thus the transmission line consisting of 40 RLC sections has been represented a

order model. In this model, the poles occured at frequencies 0, 18.2GHz and 38.4

The frequency response using the cascaded model and macromodels are shown in F

A pulse was injected onto the transmission line from one terminal with the other term

open-ended, as shown in Fig. 6.8, for a transient simulation. Fig. 6.9 shows the tran

response of the test setup in Fig. 6.8, using the cascaded model and macromode

transient simulation of the cascaded network took 1 min. 8 sec. and the simulation wit

macromodel took 45 seconds on a SUN Ultra Sparc workstation. This time can be fu

reduced by using recursive convolution [29]. A transmission line can be modeled as

quency-dependent model using this method and could be used to simulate the nois

bouncing planes.

S11 s( )
a0 a1s … a6s

6
+ + +

d0 d1s … d6s
6

+ + +
---------------------------------------------------= S12 s( )

b0 b1s … b6s
6

+ + +

d0 d1s … d6s
6

+ + +
---------------------------------------------------=

a0 =   9.9972e-04
a1 =   9.3481e-12
a2 =  -2.7293e-23
a3 =   8.8979e-34
a4 =  -2.4981e-45
a5 =   1.4286e-56
a6 =  -3.3597e-68

b0 =   6.8692e-01
b1 =  -2.2185e-12
b2 =  -1.3173e-23
b3 =  -2.8583e-36
b4 =   7.1356e-46
b5 =  -4.2665e-57
b6 =   7.5387e-69

d0 =   6.8896e-01
d1 =   1.8755e-11
d2 =   1.7525e-22
d3 =   1.3647e-33
d4 =   3.8429e-45
d5 =   1.3749e-56
d6 =   2.1797e-69

(6.10)

where
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Fig. 6.7 Response of the transmission line: raw data (solid line) and macromodeling
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result (dashed), (a)S11 magnitude, (b)S11 phase, (c)S12 magnitude and (d)S12 phase
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Fig. 6.8 Transmission line with a pulse injected onto one terminal and the othe
terminal open-ended for transient simulation
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Fig. 6.9 Transient response of the transmission line with a pulse injected into
one terminal and the other terminal open-ended: distributed network (solid) and
macromodel (dashed)
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6.3.2 Test Case 2: Modeling of Planes

As another example, the test vehicle in Fig. 3.1 was simulated using the macrom

ing method. The test vehicle in Fig. 3.1 is electrically large and showed multiple r

nances over the frequency bandwidth of interest. Two macromodels with diffe

polynomial orders were generated based on the computed data from 0 to 1 GHz fo

response between ports 1 and 3 on the plane. The first macromodel was generate

p=7 andq=8 for numerator and denominator orders in (6.1) by capturing the pole

528.8MHz, 749.7MHz and 1.0471GHz. A second model was generated withp=9 and

q=10 by capturing the poles at 528.8MHz, 748.1MHz, 1.0493GHz and 1.1898GHz.

macromodeling result is shown in Fig. 6.10. Fig. 6.11 shows the comparison of the

sient simulation results using the two macromodels.

Since the response with the higher order model does not improve the accuracy

compared to the lower order model, the lower order model is desirable due to the sm

simulation time required. However, the lower order model shows spurious oscillation

compared to the higher order model. Therefore, the modeling order needs to be

enough to account for the delay accurately.

When the frequency response is available as a table, the package structures

modeled using a reduced order model through the S-parameter equivalent circu

described in the two test cases.
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6.3.3 Modeling of a Split Plane Structure

In this section, a split plane structure populated with decoupling capacitors as s

in Fig. 6.12 was modeled [37]. The physical dimension of the plane pair is 12cmx 30cm

and the top plane is split with a gap of 5mmwhile the bottom plane is continuous. Th

split planes P1 and P2 are connected together with a parallel circuit with 0.15pF, 95Ω and

0.17nH components. The dielectric thickness is 700µm with a relative permittivity of 4.

The metal conductivity is 5.8x105mho/cm. The squares and slashes which form a unifo

grid indicate the locations of the decoupling capacitors of 220nF withRE=0.1Ω and

3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5

x 10
−8

−0.25

−0.2

−0.15

−0.1

−0.05

time [sec]

[V
]

Transmitted wave in time domain

solid(blue): Measured data
dashed(red): Macromodel of polynomial orders, 7&8
dash−dot(green): Macromodel of polynomial orders, 9&10

Fig. 6.11 Transient response with the two different macromodels
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LE=2nH and 10nF withRE=0.1Ω andLE=2nH, respectively. In Fig. 6.12, ‘S’ indicates th

source port and ‘M1’, ‘M2’ the measurement ports.

The structure can be represented as a reduced order model between the ports

computing the frequency response using the methods described in the previous ch

This requires a three step process namely,

1) Computing the frequency response of the bare planes using (2.1)

2) Updating the impedance matrix by including decoupling capacitors using (5.4)

3) Applying the method of segmentation to connect planes P1 and P2 together

the circuit element between points A and B [37].

This approach assumes that the two plane pairs are isolated and the only inter

that can occur between the plane pairs is through the circuit element at A,B. The

P1 P2S

M1 M2

A B

12cm

19.5cm 10cm

30cm

Fig. 6.12 A split plane structure with decoupling capacitors, 10nF withRE=0.1Ω
andLE=2nH(  ) and 220pF withRE=0.1Ω andLE=2nH(  ). The circuit between
A and B consists of 0.15pF, 95Ω and 0.17nH in parallel.

2cm

2.5cm
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quency response of each plane pair was first computed using (2.1) up to 1 GHz. The

tions of the decoupling capacitors were represented as ports. Ports S, M1 and M2

defined at the decoupling capacitor locations and ports A and B were defined as add

ports. Therefore the frequency response of P1 was computed at 36 ports including p

and the frequency response of P2 at 21 ports including port B. The computed impe

matrix was updated for each plane pair by including the frequency response of the d

pling capacitors, as described in Chapter 5, as follows:

and

whereZPi andYPi are the impedance and admittance matrices of the bare plane pairs

out decoupling capacitors andZCi and YCi are the diagonal matrices representing t

decoupling capacitors. For example, the matrixYCi is

Z1 ZC1
1–

ZP1
1–

+( )
1–

=

YC1 YP1+( ) 1–
= (6.11a)

Z2 ZC2
1–

ZP2
1–

+( )
1–

=

YC2 YP2+( ) 1–
= (6.11b)

YCi

yc1

yc2

…
ycn

=

0

0
(6.12)
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whereyci represents the admittance of the decoupling capacitors at each port define

where C is 10nF or 220pF,RE is 0.1Ω andLE is 2nH.

By separating the ports for the decoupling capacitors from the other ports ‘S’, ‘

and ‘A’, the impedance matrix for plane pair P1 can be partitioned as follows:

whereZBα is the impedance of the bare plane pair without capacitors andZCα is the

impedance matrix for the capacitors as described in (6.11) and (6.12). In (6.14),Zaa is a

submatrix containing the three ports ‘S’, ‘M1’, ‘A’ on P1 andZpp is a submatrix for the

decoupling capacitors. The response of P2 is obtained in a similar way as:

whereβ andq indicates the ports for ‘M2’ and ‘B’, respectively.

Since only the frequency response at the ports ‘S’, ‘M1’ and ‘M2’ are desired, the

matricesZaa andZbb are used for computing the frequency response at the ports of in

est. MatricesZaa andZbb can be written as:

yci
1

1 sC⁄ RE sLE+ +
------------------------------------------= (6.13)

Zα ZCα
1–

ZBα+ 
  1– Zaa Zap

Zpa Zpp

= = (6.14)

Zβ ZCβ
1–

ZBβ+ 
  1– Zbb Zbq

Zqb Zqq

= = (6.15)
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A’
where 1a, 2a and 3a represent the ports ‘S’, ‘M1’, ‘A’ on P1 and 1b and 2b represent the

ports ‘M2’ and ‘B’ on P2, respectively.

Using the current-voltage relation at ‘B’ and using the method of segmenta

described in Chapter 4, the frequency response of the whole system at the desired

can be computed as

whereZ’33a = Z33a + ZAB andZAB is the impedance for the circuit element between ‘

and ‘B’:

Zaa

Z11a Z12a Z13a

Z21a Z22a Z23a

Z31a Z32a Z33a

= Zbb

Z11b Z12b

Z21b Z22b

= (6.17)

ZT

ZS S, ZS M1, ZS M2,

ZM1 S, ZM1 M1, ZM1 M2,

ZM2 S, ZM2 M1, ZM2 M2,

=

Z11a Z12a 0

Z21a Z22a 0

0 0 Z11b

Z13a

Z23a

Z12b–

Z33a
′

Z22b+ 
  1–

Z31a– Z32a– Z21b+=

(6.18)

ZAB
1

jωx1.5x10
13–

---------------------------------- 95 jωx1.7x10
10–

+ += (6.19)
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After computing the frequency response, the macromodels at each port were gen

using

by solving the eigenvalue problem described in Sec. 6.1. The order of the macrom

werep=18,q=18 for ZS,S, p=17,q=17 for ZS,M1, p=19,q=20 for ZM1,M1, p=17,q=17 for

ZS,M2andp=17,q=17 forZM2,M2. Fig. 6.13 shows the comparison between the freque

response of the macromodels and raw data. In Fig. 6.13, the real part ofZM2,M2(s) shows

negative values around 680MHz, which violates the passivity condition. This example

therefore be used for enforcing passivity in the next chapter.

Zij s( )
a0 a1s … apsp+ + +

b0 b1s … bqsq+ + +
--------------------------------------------------= (6.20)
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Fig. 6.13 (a) Real(ZS,S), (b) imag(ZS,S), (c) real(ZM1,M1), (d) Imag(ZM1,M1),
(e) Real(ZM2,M2), (f) Imag(ZM2,M2), (g) Real(ZS,M1), (h) Imag(ZS,M1), (i) Real(ZS,M2),
and (j) Imag(ZS,M2): Raw data (solid) and Macromodel (dashed)
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6.4 Summary

In this chapter, a macromodeling method for generating rational functions by sol

an eigenvalue problem was discussed. The rational functions were used to construct

alent circuits for transient simulations. S parameter-based equivalent circuits using m

models were developed since S-parameter macromodels captured the response of

resonant systems well. A 4mm-long transmission line was modeled over 30 GHz using

parameter rational functions with a 6th order rational functions. This model was forme

simulate faster than a distributed network model in SPICE. The plane pair which

modeled earlier using resonator circuits in Chapter 2 was modeled using S-para

macromodels with two different orders. It was observed that a higher order model

desired for simulating accurate delays while a lower order model could be used if this

not important. A low order model is attractive since it reduces simulation time.

The rational functions generated using the macromodeling method discussed i

chapter are not always guaranteed to be passive, resulting in erroneous transient res

A split plane structure populated with a large number of decoupling capacitors was

eled using Z-parameters. The rational functions generated revealed the violation o

passivity condition at certain frequencies. In Chapter 7, a method for enforcing the pa

ity of macromodels is discussed.
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CHAPTER 7

Enforcing Passivity for Macromodels

Power distribution networks are resonant structures which are passive circuits. H

they cannot create energy. In the last chapter, a method was discussed for generatin

nal functions based on the frequency response of power distribution networks. How

these rational functions are not guaranteed to be passive. In this chapter, method

been developed to modify the rational functions such that they do not violate any pas

conditions.

7.1 Definition of Passivity

Some networks have the property of absorbing and/or storing energy. They can r

their previously stored energy to an external network, but never more than the am

stored. Such networks are calledpassive networks.

Let E(t) be the energy delivered to a network having a pair of terminals from an ex

nal source up to timet. The power delivered to the network is

wherev(t) and i(t) are the load voltage and current at the terminals, respectively. Th

fore, the network is defined to be passive if, for all t,

p t( ) v t( )i t( )= (7.1)
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Similarly, a multiport network is passive if, for all t,

wherev(t) = [vk(t)], i(t) = [ik(t)] are the port voltages and currents, respectively.

7.2 Passivity Properties and Test for One-port Networks

Driving point functions (impedance/admittance) of passive one-port networks

positive real. By definition, a positive real rational functionF(s) wheres=σ+jω possesses

the following properties [38],[39]:

(a)F(σ) is real

(b) Re[F(s)]  0 for all σ  0

A given rational function with real coefficients can therefore be tested for positive r

ness through the above conditions.

Let F(s) be a rational function represented asN(s) / D(s) whereN(s) andD(s) are poly-

nomials withp-th andq-th orders, respectively. The necessary conditions for passivity

F(s) are [31],[39],[40],[41]:

E t( ) v x( )i x( ) xd
∞–

t

∫ 0≥= (7.2)

E t( ) vT x( )i x( ) xd
∞–

t

∫ 0≥= (7.3)

≥ ≥
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1. The coefficients in the polynomialsN(s) andD(s) must be real and positive.

2. Complex poles and zeros must occur in complex conjugate pairs.

3. The real part of all poles and zeros must be negative or zero. In addition, i

real part is zero, then that pole or zero must be simple and the residue at s

pole must be real and positive.

4. The polynomialsN(s) andD(s) should not have missing terms between the hig

est and lowest degree, unless all even or all odd terms are missing.

5. The degree ofN(s) andD(s) may differ by either zero or one only.

6. Re[F(jω)]  0 for

The conditions 1 to 5 can be checked from the generated rational functions. These

ditions are necessary for rational functions to be passive at all frequencies but are no

ficient conditions. Condition 6 is obtained directly from the properties described in (a)

(b) which cannot be extracted directly from the coefficients of the rational function. Th

fore, the rational functions which satisfy conditions 1 to 5 are first generated and then

dition 6 is tested at all frequencies.

7.3 Passivity Properties and Test of Multiport Networks[38],[42],[43]

In the previous section, the important properties of driving point functions for pas

one port networks were discussed. This section discusses the conditions for passive

port networks, in particular, two port networks. The impedance and admittance matric

≥ ∞– ω ∞< <
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a passive multiport network are positive real matrices. As an example, consider a two

impedance matrix:

wherezij(s) is a real rational function. It is required that each driving point function,z11(s)

andz22(s), in the matrix must still satisfy the passivity properties described in the prev

section. In addition, the matrix must be also positive, semi-definite. Hence, for any

trary real vectorX

whereX = [x1 x2]
T andx1, x2 are arbitrary real numbers. From the above inequality,

important and necessary condition for a passive, reciprocal two-port network ca

derived. The residues corresponding to the poles on the jω-axis must satisfy the following

condition, called theresidue condition, in addition to the conditions for one-port network

described in Sec. 7.2 [38],[39]:

wherekij ’s are the residues corresponding to the poles on thejω-axis for a lossess network

represented as

Z s( )
z11 s( ) z12 s( )

z21 s( ) z22 s( )
= (7.4)

X
T

Re Z s( )[ ] X⋅ ⋅ 0≥ (7.5)

k11k22 k12
2

– 0≥ (7.6)
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whereh(s) can be impedance or admittance. For lossy networks, complex poles and

dues occur in complex conjugate pairs. The residue condition in (7.6) describes th

condition for lossless networks.

By definition, positive realness is linked with the real part of a function. Let the r

part of Z(s) in (7.3) be

Similar to the condition for residues in (7.6), it follows for Re  that [38]

and

h11 s( )
k11

o( )

s
--------

2k11
1( )

s

s
2 ω1

2
+

----------------- …
2k11

m( )
s

s
2 ωm

2
+

------------------ k11
∞( )

s+ + + +=

h12 s( )
k12

o( )

s
--------

2k12
1( )

s

s
2 ω1

2
+

----------------- …
2k12

m( )
s

s
2 ωm

2
+

------------------ k12
∞( )

s+ + + +=

h22 s( )
k22

o( )

s
--------

2k22
1( )

s

s
2 ω1

2
+

----------------- …
2k22

m( )
s

s
2 ωm

2
+

------------------ k22
∞( )

s+ + + +=

Re Z s( )( )
r11 r12

r21 r22

= (7.7)

s 0≥

r11 0≥ r22 0≥, (7.8)

r11r22 r12
2

– 0≥ (7.9)
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for reciprocal two-port networks which can be extended to multi-port networks. The ab

conditions apply to admittance matrices in a similar way. The condition in (7.8)

already been explored in the previous section sincez11 andz22 are driving point functions

and hence positive real. The condition in (7.9) is called as thereal part condition. This real

part condition alone is a sufficient condition forZ to be a positive real matrix. The stronge

statement for passivity is thatthe necessary and sufficient conditions for a real symme

matrix to be nonnegative definite is that all its eigenvalues have to be positive[42]. There-

fore, this condition along with the real part condition in (7.9) will be applied in this ch

ter to check the passivity of rational functions generated using the macromod

technique described in the last chapter.

7.4 Passivity Enforcement Algorithm

7.4.1 One-port Network

The rational functions, called macromodels, are first generated with real coeffic

which provide a good fit to the raw data. The first step of passivity preservation for dri

point functions is to check the new model against each condition of 1 through 5 in

7.2. If any of those conditions is violated, the model is discarded. Next, the response

macromodel is computed over the extended frequency range beyond the maximum

quency of interest. The condition 6 is tested for the real part of the macromodel at

frequency over the extended frequency range. In most cases, a well-fitting model sa

ing all the conditions 1 to 6 can be found. However, a small error in the models for hi

resonant systems which are generated satisfying conditions 1 to 5 can cause the vio

of condition 6. In these models, the real part can be slightly negative at the freque
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where the real part of the input data is close to zero, which violates the passivity cond

These models can be modified through compensation by using the method descri

[43].

In this section, the macromodels generated for the split plane structure in Sec. 6.3

considered for passivity compensation.ZM1,M1(s) was generated as in (7.10) and its pol

and zeros are shown in Table 7.1. The model was generated based on 1GHz data a

frequency response of the model extended up to 3GHz is shown in Fig. 7.1. This is n

sary since the violation of the passivity condition may occur just beyond the maxim

frequency used to generate the rational function. As shown in (7.10) and Table 7.1

model was created with all positive coefficients with no missing term and with all nega

real parts of poles and zeros satisfying the conditions 1 to 5 in Table 7.1. Howeve

model still reveals a negative region in the real part around 680MHz as shown in Fig.

and Fig. 7.1.

where

ZM1 M1, s( )
a0 a1s … a19s19+ + +

b0 b1s … b20s20+ + +
------------------------------------------------------= (7.10)

a0 =  4.1453e-04
a1 =  8.2930e-12
a2 =  4.1350e-21
a3 =  1.9169e-29
a4 =  4.8028e-39
a5 =  1.2042e-47
a6 =  1.5557e-57
a7 =  2.5666e-66

b0 =  1.8706e-02
b1 =  8.6909e-12
b2 =  4.6472e-20
b3 =  1.3299e-29
b4 =  3.3051e-38
b5 =  4.9783e-48
b6 =  7.8542e-57
b7 =  8.1862e-67
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a8 =  2.2109e-76
a9 =  2.7396e-85
a10 =  1.6773e-95
a11 = 1.6846e-104
a12 = 7.3265e-115
a13 = 6.2580e-124
a14 = 1.8517e-134
a15 = 1.3898e-143
a16 = 2.5196e-154
a17 = 1.7009e-163
a18 = 1.4296e-174
a19 = 8.8319e-184

b8 =  9.4021e-76
b9 =  7.3291e-86
b10 =  6.5855e-95
b11 = 3.9072e-105
b12 = 2.8639e-114
b13 = 1.2756e-124
b14 = 7.8141e-134
b15 = 2.4992e-144
b16 = 1.2944e-153
b17 = 2.6921e-164
b18 = 1.1786e-173
b19 = 1.2211e-184
b20 = 4.4529e-194

p1 = -5.4608e+08 + 8.9852e+09i
p2 = -5.4608e+08 - 8.9852e+09i
p3 = -2.2159e+07 + 6.0600e+09i
p4 = -2.2159e+07 - 6.0600e+09i
p5 = -2.1336e+07 + 5.7288e+09i
p6 = -2.1336e+07 - 5.7288e+09i
p7 = -3.9754e+07 + 5.2957e+09i
p8 = -3.9754e+07 - 5.2957e+09i
p9 = -2.1004e+07 + 5.2120e+09i
p10 = -2.1004e+07 - 5.2120e+09i
p11 = -4.1800e+08 + 4.3608e+09i
p12 = -4.1800e+08 - 4.3608e+09i
p13 = -5.7998e+07 + 4.4476e+09i
p14 = -5.7998e+07 - 4.4476e+09i
p15 = -4.4490e+07 + 3.8859e+09i
p16 = -4.4490e+07 - 3.8859e+09i
p17 = -1.2704e+08 + 1.1474e+09i
p18 = -1.2704e+08 - 1.1474e+09i
p19 = -7.3240e+07 + 8.5641e+08i
p20 = -7.3240e+07 - 8.5641e+08i

z1 = -1.7472e+07 + 6.2105e+09i
z2 = -1.7472e+07 - 6.2105e+09i
z3 = -1.7490e+07 + 5.9720e+09i
z4 = -1.7490e+07 - 5.9720e+09i
z5 = -1.5856e+07 + 5.5999e+09i
z6 = -1.5856e+07 - 5.5999e+09i
z7 = -3.8645e+07 + 5.2496e+09i
z8 = -3.8645e+07 - 5.2496e+09i
z9 = -4.7908e+07 + 4.5915e+09i
z10 = -4.7908e+07 - 4.5915e+09i
z11 = -4.6572e+08 + 4.2025e+09i
z12 = -4.6572e+08 - 4.2025e+09i
z13 = -1.4880e+07 + 4.1532e+09i
z14 = -1.4880e+07 - 4.1532e+09i
z15 = -8.7029e+07 + 1.2910e+09i
z16 = -8.7029e+07 - 1.2910e+09i
z17 = -7.8835e+07 + 8.3972e+08i
z18 = -7.8835e+07 - 8.3972e+08i
z19 = -5.0979e+07

Table 7.1: Poles and zeros of the model in (7.10)

Poles Zeros
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Fig. 7.1 Macromodeling result based on 1 GHz data forZM1,M1 with p=19 andq=20:
(a) real part and (b) imaginary part. Macromodel(dashed) and raw data(solid)
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. 7.2
To compensate the negative response of the model around 680MHz, a rational fun

with a conjugate pole pair over the negative real region was constructed and added

model [43]. Let U(s) be represented by the pole, and resid

:

p1,2 andk1,2 are determined such thatU(s) is guaranteed to be passive, for which the re

part ofU(s) is always positive over the extended range of frequency while the respon

U(s) does not affect the overall response at other frequencies. Equation (7.11) give

restrictions forU(s) to be passive:

1. d1 andα must be positive.

2.

The negative real region of the model is redrawn in Fig. 7.2. The frequency of the poleβ is

determined by the frequency at which the negative maximum occurs as shown in Fig

andd1, d2 andα are determined such that the response ofU(s) offsets all negative values

at those frequencies.

p1 2, α– jβ±=

k1 2, d1 jd2±=

U s( )
d1 jd2+

s α jβ–+
------------------------

d1 jd2–

s α jβ+ +
------------------------+=

2d1s 2 d1α d2β–( )+

s
2

2αs α2 β2
+ + +

---------------------------------------------------= (7.11)

d1α d2β≥
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The real part response ofU(s) needs to be greater than the absolute values of the

part of the model at the frequencies betweenω1 andω2 to guarantee the positiveness o

the updated model. This is done by making the real part response ofU(s) at its pole

slightly greater than the maximum negative value of the model real part at the sam

quency, and also by setting the bandwidth of the response ofU(s) to ω2-ω1. Since the

bandwidth ofU(s) is 2α from (7.11),α is determined as [41]

Practically,α is chosen to be slightly larger than determined in (7.12) such that the b

width of U(s) covers all the negative real region of the macromodel.

    The real part response ofU(s) is expressed as
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β

Fig. 7.2 Negative real region of the model.β is determined at the frequency where
the maximum negative value occurs

α
ω2 ω1–

2
-------------------= (7.12)
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Let the maximum negative real part value of the model bermax, that is, rmax =

Real(ZM1,M1(jβ)). Then it follows that

Sinceα andβ have been already determined,d1 andd2 can be determined considering th

parameter condition 2 mentioned previously and (7.14). To make the problem easid2

can be set to 0 and onlyd1 needs to be determined from (7.14).

wherek = 1~2.

To compensate the negative real part of the model in (7.10),U(s) is constructed with

α=6.9115e+07,β=4.2726e+09 andd1=9.9318e+06 using the above conditions and t

response ofU(s) is shown in Fig. 7.3. Then the macromodel forZM1,M1(s) is updated as

Re U ω( )[ ]
2 d1α d2β–( ) a

2 β2
+( ) 2 d1α d2β+( )ω2

+

α2 β2 ω2
–+( )

2
2αω( )2

+
-------------------------------------------------------------------------------------------------------= (7.13)

Re U β( )[ ]
2 d1α d2β–( )α2

4d1αβ2
+

α4
4α2β2

+
-----------------------------------------------------------------= rmax≥ (7.14)

d1 k rmax
α3

4αβ2
+

2α2
4β2

+
-------------------------= (7.15)

Z̃M1 M1, s( ) ZM1 M1, s( ) U s( )+=

a0 a1s … a21s21+ + +

b0 b1s … b22s22+ + +
------------------------------------------------------= (7.16)
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where

The updated macromodel is compared with the original data in Fig. 7.4.

The following procedure shows the steps to obtain a one-port macromodel wit

passivity preserved:

1. Generate the macromodel which satisfies the conditions 1 to 5 in Sec. 7.2.

2. Compute the response of the macromodel over the extended frequency

and test the real part of the model for condition 6.

3. If the passivity is violated in 2, constructU(s) in (7.11) as follows:

3.1. Determineβ at the frequency where the maximum negative real va

occurs.

a0 =   7.5948e+15
a1 =   1.5187e+08
a2 =   7.7300e-02
a3 =   3.5982e-10
a4 =   9.4792e-20
a5 =   2.4038e-28
a6 =   3.4984e-38
a7 =   5.9279e-47
a8 =   5.9651e-57
a9 =   7.6183e-66
a10 =   5.6678e-76
a11 =   5.8519e-85
a12 =   3.2561e-95
a13 =  2.8431e-104
a14 =  1.1599e-114
a15 =  8.8369e-124
a16 =  2.5091e-134
a17 =  1.7065e-143
a18 =  3.0213e-154
a19 =  1.8665e-163
a20 =  1.5542e-174
a21 =  8.8408e-184

b0 =   3.4157e+17
b1 =   1.6128e+08
b2 =   8.6846e-01
b3 =   2.5795e-10
b4 =   6.5180e-19
b5 =   1.0877e-28
b6 =  1.7715e-37
b7 =   2.1012e-47
b8 =   2.5135e-56
b9 =   2.2868e-66
b10 =   2.1528e-75
b11 =   1.5374e-85
b12 =   1.1869e-94
b13 =  6.6322e-105
b14 =  4.3083e-114
b15 =  1.8399e-124
b16 =  1.0212e-133
b17 =  3.1697e-144
b18 =  1.5133e-153
b19 =  3.0780e-164
b20 =  1.2616e-173
b21 =  1.2826e-184
b22 =  4.4529e-194
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(b) imaginary part. Macromodel(dashed) and raw data(solid)
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3.2 Determineα as in (7.12) so that the bandwidth ofU(s) covers the negative

real region of the macromodel.

3.3 Determined1 as in (7.15).

4. Update the macromodel as in (7.16)

7.4.2 Two-port network

Each driving point function needs to be modeled first such that the passivity is gua

teed for one-port, as described in the previous section. The only condition that needs

enforced in modeling the trans-impedance/admittance functions are stable poles

generated transfer functions. The real part conditions or eigenvalue conditions for th

part of the two-port matrix described in (7.3) through (7.9) are then tested at each

quency to ensure passivity of the solution.

To illustrate the procedure, consider two ports in Fig. 6.11, say source port ‘S’

measurement port ‘M1’. A passive macromodel forZM1,M1(=Z22) was developed in the

previous section using pole compensation. The macromodels forZS,S(=Z11) and

ZS,M1(=Z12) have also been generated as shown in Fig. 7.5 with the passivity ofZ11 guar-

anteed with stable poles forZ12. All models were generated based on data up to 1 GHz

the responses were computed over the extended frequency range up to 3 GHz to ch

passivity of the model beyond the maximum frequency of interest. In addition the pa

ity of the models were tested within the frequency range of interest.

Although the driving point functionsZ11 andZ22 were generated to be passive andZ12

was generated with all stable poles, the real part condition or eigenvalue condition fo

two-port circuit was violated at the frequencies shown in Table 7.2.
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(c)

(d)

Fig. 7.5 Macromodel (dashed) and raw data (solid): (a) real(Z11) , (b) imag(Z11),
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(c) real(Z12), and (d) imag(Z12)
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Table 7.2: Frequency with passivity violation of the two-port model

To ensure passivity, each region was compensated with a conjugate pole responsUi(s)

using the algorithm described for the one-port case. ThenU(s) was constructed as the sum

of the responses over all regions:

Consider the compensation functionU1(s) for region 1. The parameterβ was found at

the frequency where the maximum negative eigenvalue occurred in region 1 [37].

parameterα was determined such that (ω2 - ω1) in (7.12) covers the frequency regio

where the eigenvalues of the matrix are negative.U1(s) was constructed such that the re

part ofU1(s) offsets any negative response ofXTRe[Z]X in region 1 whereX=[x1 x2] is an

arbitrary real vector. Therefore, (7.14) was modified to findd1 such that

Region            Frequencies with passivity violation

     1                               96 MHz - 138MHz
     2                              616MHz - 620MHz
     3                              676MHz - 692MHz
     4                              708MHz - 712MHz
     5                              822MHz - 828MHz
     6                                       912MHz
     7                                       994MHz

U s( ) U i s( )
i 1=

7

∑= (7.17)
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whereRmax = Max{X| -XTRe[Z(jβ)]X}.

    LetRe[Z(jβ)] be

Then,

By solving a11x1
2 + 2a12x1x2 + a22x2

2 = 0 for x1, a set ofXM=[x1M x2M] causes

XTRe[Z(jβ)]X to become a negative maximum is found. This leads to the relation:

which results inRmax to be

Rmax= - XM
TRe[Z]XM = -(a11x1M

2 + 2a12x1Mx2M + a22x2M
2) (7.22)

From (7.18),d1 is determined as

X
T
Re

U i β( ) 0

0 U i β( )
X x1

2
x2

2
+( )

2 d1α d2β–( )α2
4d1αβ2

+

α4
4α2β2

+
-----------------------------------------------------------------= Rmax≥ (7.18)

Re Z jβ( )[ ]
a11 a12

a21 a22

= (7.19)

X
T
Re Z jβ( )[ ]X a11x1

2
a12x1x2 a21x1x2 a22x2

2
+ + +=

a11x1
2

2a12x1x2 a22x2
2

+ +=

(7.20)

x1M

a12

a11
-------– x2M= (7.21)
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All Ui(s)’s are determined in a similar manner for the seven regions where the pa

ity was violated. Fig. 7.6 shows the response ofU(s) which is the sum ofUi(s)|i=1,..,7.

Finally, the two-port impedance matrix was updated as in (7.24):

The passivity-compensated model is compared with the input data in Fig. 7.7, sho

negligible error in the interpolated response.

d1 kRmax
α3

4αβ2
+

2α2
4β2

+( ) x1
2

x2
2

+( )
----------------------------------------------------= (7.23)

Z̃ s( ) Z s( ) U s( ) 0

0 U s( )
+=

z11 z12

z21 z22

U s( ) 0

0 U s( )
+=

(7.24)

Fig. 7.6 Compensation functionU(s) of the two-port(S,M1) system
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As another example, the two-port system with source port ‘S’ and ‘M2’ in Fig. 6

was modeled. First, the rational functions for each driving point impedance functionZS,S

andZM2,M2 were generated such that all the passivity conditions were satisfied, as i
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Fig. 7.7 Passivity-compensated macromodel(dashed) and raw data(solid): (a)Z11 real

(a)

(b)

(c)

and imaginary parts, (b)Z12 real and imaginary parts and (c)Z22 real and imaginary
parts
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previous example. The trans-impedanceZS,M2 was next generated with stable poles. Th

models were generated using raw data up to 1 GHz. The passivity condition for the e

values of the two-port impedance matrix was then tested at each frequency up to 3

The passivity condition was violated in 9 regions as shown in Table 7.3. Figs 7.8 an

show the compensation functionU(s) and the macromodeling result with the passivi

compensated, respectively. In Fig. 9, the interpolated response and the raw data show

agreement.

Table 7.3: Frequency regions with passivity violation of the two-port model

Based on the two examples, the procedure for obtaining a passive model for two po

as follows:

1. Obtain the macromodels for the driving point functions as described in 7.4.

2. Obtain the macromodels for trans-impedance/admittance functions with s

poles.

3. Compute the response of the macromodels over the extended frequency r

Region            Frequencies with passivity violation

     1                                         1MHz
     2                              81MHz - 83MHz
     3                                       308MHz
     4                              346MHz - 356MHz
     5                              411MHz - 414MHz
     6                              448MHz - 450MHz
     7                              456MHz - 457MHz
     8                                        486MHz
     9                              503MHz - 509MHz
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4. Find the frequency regions where the real part eigenvalue conditions of the

port matrix in (7.9) violate passivity.

5. Determine a compensation functionUi(s) for each negative real region:

5.1 Determineβ at the frequency where the maximum negative eigenvalue of

real part matrix occurs in thei-th region.

5.2 Determineα such that the bandwidth ofUi(s), (ω2 - ω1), covers the negative

eigenvalue region of the real part matrix.

5.3 Determined1 as in (7.23).

6. Determine the compensation functionU(s) for the entire frequency range as i

(7.17).

7. Update the impedance matrix as in (7.24).
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Fig. 7.8 Compensation functionU(s) of the two-port (S,M2) system
127



ner-
7.5 Summary

In this chapter, methods have been developed to modify the rational functions ge

ated in Chapter 6 such that the passivity of the models is preserved. The algorithms
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Fig. 7.9 Passivity-compensated macromodel (dashed) and raw data (solid): (a)Z11 real
and imaginary parts, (b)Z12 real and imaginary parts and (c)Z22 real and imaginary
parts
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CHAPTER 8

Simulation of Switching Noise

As discussed in Chapter 1, simultaneous switching noise for high speed digital

tems needs to be analyzed and predicted through accurate modeling of the power di

tion network. In the previous chapters, methods for modeling planes in power distribu

networks containing decoupling capacitors have been discussed. In this chapter,

methods have been applied for the simulation of switching noise for various test c

Noise effects due to core switching have been analyzed and the effects of decou

capacitors on noise reduction have been examined with placement on the board, pa

and on chip.

8.1 Switching Noise in a Mixed Signal Module

In this section, a computer module is simulated to analyze ground bounce and the

of decoupling capacitors using the methods developed in the earlier sections. Cons

computer module as shown in Fig. 8.1 consisting of a plane pair of size 32mmX 32mm

separated by a 150µm thick insulator with dielectric constant of 9.5. The resistivity of th

metallization is 10.5µΩ-cm. The voltage source with Vdd= 3.3 volts is injected at location

(0.5cm, 2.7cm) and a digital chip and an analog filter are located at locations (1cm, 1cm)

and (2.5cm, 2.5cm), respectively. C1 through C4 indicate the positions for attach
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decoupling capacitors on the module. Each decoupling capacitor has a capacitance

series equivalent inductance of 60pH and series equivalent resistance of 50mΩ.

A current source as shown in Fig. 8.2 is used to emulate a fast driver with a cu

slew rate of 60mA/ns in the digital chip. The effect of decoupling capacitors for noi

reduction is observed in the trans-impedance and transmission coefficient in Fig

which were computed using (5.4). It can be seen that the trans-impedance and tran

sion coefficient between the ports for the digital chip and the analog filter decrease

large amount when the decoupling capacitors are connected to the planes, which

better noise isolation between the digital chip and the analog filter. Fig. 8.4a show

transient response on the plane in the vicinity of the analog filter. A noise voltag

+30mV is observed with one driver switching when the planes do not contain decou

(1, 0.5)

(1, 1.5)

(1.5, 1)

(0.5, 1)

Digital chip (1,1)

C1

C2

C3

C4

Power supply
(0.5, 2.7)

Analog filter

(2.5, 2.5)

Fig. 8.1 Mixed signal module with a digital chip, analog filter and decoupling

3.2     cm

cm
 3.2

0

capacitors
131



the

ge res-

cilla-
capacitors. This noise is reduced+2mV when the decoupling capacitors are attached to

planes, as shown in Fig. 8.4b. This is because the decoupling capacitors act as a lar

ervoir and supply the necessary current to the switching driver, thus reducing the os

tion on the power supply.

1ns  1ns

600ns t

mA

60

Fig. 8.2 Current profile for the digital chip in Fig. 8.1
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Fig. 8.4 Induced voltage fluctuation at the analog filter power supply when the driv
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8.2 Core Switching Noise Analysis for a CMOS Test Chip

This section discusses various simulation results of core switching noise for a CM

ASIC test chip mounted on a Ceramic Ball Grid Array (CBGA) package attached

printed circuit board (PCB), as shown in Fig. 8.5.

3.2cm

3.2cm

27.94cm

22.86cm

3.3 V

CBGA

PCB

decoupling
capacitor

solder
ball

C4

Chip
g1
v1
g2
v2
g3
v3

V1
G1
V2
G2
V3
G3

Fig. 8.5 Test setup for core switching noise
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The test structure consists of multiple planes in both the package and PCB, as sho

Fig. 8.5. The CBGA package consists of three plane pairs and so does the PCB. The

lated power is supplied to the board and package from a corner of the PCB. The bo

populated with 32 decoupling capacitors and the package is populated with 4 decou

capacitors as described later. The CMOS chip was mounted on the package throu

connections and the CBGA package was attached to the board through solder bump

test structure used for modeling in this section is based on the CBGA package an

card described in [3]. This test structure was modeled previously using an inductanc

work in [3] as shown in Fig. 8.6 where only lateral inductance of the planes were con

ered.

Fig. 8.6 Inductance network previously modeled for the structure in Fig. 8.5
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In this section, the entire structure was modeled using the methods described

previous chapters by accounting for all wave propagation effects. A method for mod

a single plane pair using wave resonator circuits with reduced order was describ

Chapter 2. Since the test structure in Fig. 8.5 is multi-layered, the single plane pair m

was extended to model multiple plane pairs using the methods described in [23],

This is based on a skin effect approximation where the plane pairs are assumed

capacitively coupled. Both the frequency and time domain results have been obt

using HSPICE.

The plane dimensions are shown in Table 8.1. The dielectric constants of the C

package and the PCB are 9.5 and 4.5, respectively. Each plane pair in Fig. 8.5 was

eled separately as in Table 8.1 and combined together in SPICE for a multi-layer stac

Simulations of the core switching noise were conducted first on the package (CB

alone in Sec. 8.2.1 and later the whole structure, including the package and test bo

Sec. 8.2.2. In Table 8.1, g1 to g3 and v1 to v3 are the plane layers in the CBGA pac

and G1 to G3 and V1 to V3 in the PCB.

Table 8.1 Plane Pairs Modeled

plane layers plane size layer thickness subcircuit elemen

g1-v1 0.8 cm x 0.8 cm 150µm Xplane1, planeSN

v1-g2 0.8 cm x 0.8 cm 300µm Xplane2, planeSK

g2-v2 3.2 cm x 3.2 cm 300µm Xplane3, planeLK

v2-g3 3.2 cm x 3.2 cm 300µm Xplane4, planeLK

g3-v3 3.2 cm x 3.2 cm 150µm Xplane5, planeLN

G1-V1 27.94 x 22.86 109.22µm Xplane6, planeTC1
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8.2.1 Simulation of core switching noise with the package only

In this section, the package alone is modeled and simulated to see the effect

package planes on the switching noise. The ports were defined as shown in Fig. 8.7

ports for ground and four ports for Vdd were defined in the core area of the chip, as s

in Fig. 8.7. The same number of grounds and Vdds were defined for the vias conne

from the planes to the solder balls. The chip was powered at the bottom of the packa

shown in Fig. 8.8. The circuit diagram for the layer stack-up and connections for C4

solder balls is also shown in Fig. 8.8. The current source emulating the active circu

connected between ports 5 and 9 in Fig. 8.7 and the fluctuation on the power sup

observed between ports 18 and 19. The port locations are shown in the appendix. Th

are not shown in Fig. 8.8. Two kinds of current sources as shown in Fig. 8.9 were us

emulate on-chip switching activity. Several simulation results are shown in Figs 8.1

8.13 for the cases without inductance added, with inductances for vias only, with in

tances for C4s and solder balls only, and with inductances for vias, C4s and solder

(a) and (b) of each figure represent the simulation results using the current source (

(b) in Fig. 8.9, respectively. Small resistances of 10-5~10-6 Ω such as Rs in Fig. 8.8 were

used in SPICE to avoid the error ‘source voltage/inductance loop’ in the simulations

V1-G2 27.94 x 22.86 337.82µm Xplane7, planeTC2

G2-V2 27.94 x 22.86 109.22µm Xplane8, planeTC1

V2-G3 27.94 x 22.86 337.82µm Xplane9, planeTC2

G3-V3 27.94 x 22.86 109.22µm Xplane10, planeTC1

plane layers plane size layer thickness subcircuit elemen
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1

6 7

89

2 3

45

10 11

1213

14 15

1617

18
19

32 mm

8 mm

1 - 5: ports for ground vias connected between C4s and g1 through g3
6 - 9: ports for Vdd vias connected between C4s and v1 through v3
1, 10 - 13: ports for ground vias connected between solder balls and g3
14 - 17: ports for Vdd vias connected between solder balls and v3
18, 19: ports for differential voltage measurement, ground on g1 and Vdd on v1

Fig. 8.7 Port locations of the package defined in the core area for simulation

Chip

Package
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Xplane1

n1a n2a ........ ........
r1a r2a

n5a n19a

........ ........
Xplane2

........ ........

........ ........

Xplane5

........ ....

........ ....

n1b n2b

r1b r2b

n1e

r1e

............................

Rs Rs Rs

Rs Rs Rs

r5a r19a

n9a

r9a

VM

Lc1 Lc2 Lc3 Lc4

....

....
n10e n11e

r10e

n14e

r14e

+- 3.3V

Lg1 Lg2 Lg3 Lv1 Lv2

nxx, rxx: plane ports
Lcx: C4 inductance
Lgx, Lvx: solder ball inductance

Fig. 8.8 SPICE circuit diagram for the CBGA package
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Fig. 8.9 Current profile used for on-chip switching activity

1ns

(b)
141



with

he

age to

erved

lated

d

8.12.

erved

h

(1) Simulation I: Noise due to the package planes only

Vias, C4s, and solder balls were not modeled in this simulation. Vias were shorted

small resistances of 10-5Ω. In Fig. 8.10, the noise voltage is very small indicating that t

source does not excite electromagnetic waves of sufficient energy to cause the volt

fluctuate.

(2) Simulation II: Noise due to via inductances

The differential voltage at the same location, between ports 18 and 19 was obs

with via inductance of 15pH added for each via. The result is shown in Fig. 8.11.

(3) Simulation III: Noise due to C4 and solder ball inductances

The differential voltage at the same location, between ports 18 and 19 was simu

with inductance for C4s and solder balls added. The inductance values for each C4 an

solder ball were given as 10pH and 20pH, respectively. The results are shown in Fig.

(4) Simulation IV: Noise due to inductances of vias, solder balls and C4s

The differential voltage at the same location, between ports 18 and 19 was obs

with inductance for vias, C4s, and solder balls added. The inductance values for eac

C4 and solder ball were given as 10pH. The results are shown in Fig. 8.13.
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Fig. 8.10 Simulations of differential voltage (a) with the current source in Fig. 8.9a 
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(b) with the current source in Fig. 8.9b. The simulation model includesno inductance
for vias, C4s, and solder balls.
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Fig. 8.11 Simulations of differential voltage (a) with the current source in Fig. 8.9
and (b) with the current source in Fig. 8.9b. The simulation model includes
inductances for vias only

Time [sec]

[V]

Time [sec]

[V]
144



and
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x 10
−7

3.2

3.25

3.3

3.35

3.4

3.45

Time    [sec]

[V
](a)

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x 10
−7

3.1

3.15

3.2

3.25

3.3

3.35

Fig. 8.12 Simulations of differential voltage (a) with the current source in Fig. 8.9a 
(b) wth the current source in Fig. 8.9b. The simulation model includesinductances for
C4s and solder balls only.
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Fig. 8.13 Simulations of differential voltage (a) with the current source in Fig. 8.9a 
(b) with the current source in Fig. 8.9b. The simulation model includesinductance for
vias, C4s and solder balls.
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From Figs 8.10-8.13, it is clear that the dominant noise is generated by the induc

and not by the planes when only the package is considered. This is a clear demons

that the frequency content of the source may or may not excite the electromagnetic

in the planes, causing them to bounce.

8.2.2 Simulation of Core Switching Noise with the test board included

In this section the previous simulation has been repeated by observing the voltage

ation between ports 18 and 19 by including the test board in the model. Fig. 8.14 s

the test board dimension and port locations for the ideal power connection, decou

capacitors and solder balls. Three kinds of decoupling capacitors were used, 47 nF

RE=0.1Ω andLE=1nH, 10 nF withRE=0.1Ω andLE=1nH, and 20µF with RE=1Ω and

LE=10nH. The CBGA package in Fig. 8.7 was connected to the board through solder

within the dashed square area shown in Fig. 8.14. Inductances for vias and solde

were not included in the simulation. The current source of Fig. 8.9 (a) was used fo

simulation. First, the board was modeled with only one plane pair (G1 and V1). Fig.

and Fig. 8.16 show the voltage variation at ports 18 and 19, which are the C4 locatio

the top layer of the CBGA package, without and with decoupling capacitors on the bo

respectively. In the simulation of Fig. 8.16, ideal decoupling capacitors without paras

were used.
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27.94 cm

22.86 cm

Port for the ideal power connection

Ports for the decoupling capacitors of 114nF(2x47nF + 2x10nF)

Ports for the decoupling capacitors of 20uF

Ports for Vdd (solder ball locations at the core area)

Ports for ground (solder ball locations at the core area)

Fig. 8.14 Port locations for the decoupling capacitors on the board

CBGA package
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Fig. 8.15 Simulation with no capacitor on the board. The board model included
only one plane pair.
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Fig. 8.16 Simulation with the decoupling capacitors on the board. The board mod
included only one plane pair.
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Finally, the board was modeled with all three plane pairs and the simulation result

the differential voltage variation between ports 18 and 19 are shown in Fig. 8.17.

A clear demonstration of the importance of the board plane layers is shown in

8.15, 8.16 and 8.17. In the figures, the oscillatory waveforms are produced due to the

resonance in the board. The 800 mV noise in Fig. 8.15 is lowered to 100 mV thro

decoupling capacitors in Fig. 8.16. In Fig. 8.16, the ideal decoupling capacitors wit

parasitics were used. The additional capacitance and lower inductance obtained th

the addition of the remaining plane pairs lowers the 100 mV noise to 40 mV. Fig.

Fig. 8.17 Simulation with all plane layers included in the board model
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Fig.
shows the simulation results with all the plane layers on the board included. In Fig.

the Vdd planes and ground planes have been shorted together using ideal vias

decoupling capacitor locations. It can be seen that the parasitics of the capacitors de

the performance of the decoupling capacitors. It can also be seen that the stead

noise attenuates faster compared to the case with no decoupling capacitors. It is clea

sections 8.2.1 and 8.2.2 that the plane resonances can be ignored for the package

significant for the board, assuming the current sources used. However, the scenario

change for faster sources as described in 8.2.4.

8.2.3 Simulation of Core Switching Noise with On-chip Capacitance

Next, an on-chip decoupling capacitor of 32 nF with a series resistance of 6.3 mΩ was

connected between ports 5 and 9 and the same simulation was repeated with and w

the module decoupling capacitors. In this simulation, the parasitics of on-board de

pling capacitors were included in the model. The four module capacitors of 32 nF

RE=0.1Ω andLE=1nH were tied to the large package planes outside the die area a

5mm away from the die edge, one on each side of the die. The results are shown i

8.18. From the figure, it can be seen that the on-chip decoupling capacitor decreas

140 mV power supply noise to 80 mV. However, the module decoupling capacitors ha

tle effect on noise reduction. This can be attributed to the large lateral inductance o

planes from the capacitor to the chip.

The frequency response of the entire system is shown in Fig. 8.19 and Fig. 8.20.

figures show three curves namely, i) the response of only on-chip capacitor, ii)

response without the on-chip capacitor and iii) the response of the entire system. In
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8.19 which represents the self-impedance frequency response, the second peak is

by the chip -package resonance. The resonance occurs due to the interaction betw

capacitance of the chip and the inductance of the package. The frequency at whic

occurs is the intersection point between curves i) and ii), as shown in Fig. 8.19. Be

500 MHz, the on-chip capacitance dominates the frequency response and hence

pletely suppresses all the plane resonances. Therefore, it can be concluded that the

width that needs to be supported on the package and board is ~500 MHz.

The self-impedance frequency response for various on-chip capacitors is shown i

8.21. The chip-package resonance can be clearly seen in all the cases where the res

shifts to a lower frequency as the on-chip capacitance is increased.
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Fig. 8.18 Simulation with all plane layers and on-board decoupling capacitors an
on-chip and module decoupling capacitors included in the model
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Fig. 8.19 Self-impedance seen from the chip (switching side)
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For an on-chip capacitance of 500nF, the chip-package resonance occurs at a ve

frequency. In addition, the impedance is minimized indicating that the bandwidth t

supported in the package and board is ~190MHz. The on-chip capacitance as a fu

of the resonance frequency is shown in Fig. 8.22.

8.2.4 Simulation of Core Switching Noise with Fast Current Sources

In this section, the results of the simulations in 8.2.1 (4), which is shown in Fig. 8.1

using current sources with different rise times have been compared. First, the cu

source with 1ns rise time and 9ns fall time as in Fig. 8.9 (b) was used and the res

shown in Fig. 8.23 (a).

Fig. 8.21 Self-impedance seen from the chip with different on-chip capacitance
values
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In the second simulation, the current source with 0.5ns rise time and 4.5ns fall

was used and the result is shown in Fig. 8.23 (b). In the third simulation, the current so

with 0.1ns rise time and 0.9ns fall time was used and the result is shown in Fig. 8.23 (

all three cases, only the package models were used with the inductances of vias an

and no decoupling capacitors included. The oscillatory waveforms in Figs 8.23 (a), (b

(c) are produced by the package plane resonances. The noise contribution due to th

increases as the rise time falls, suggesting that the source excites the plane resonan

Fig. 8.23 (c), the plane contribution is almost equal to the inductive contribution, sugg

ing the critical role that planes play in the generation of power supply fluctuation at
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Fig. 8.22 On-chip capacitance vs. chip-package resonant frequency
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chip. Clearly the CMOS5L Test Vehicle cannot support a 100 ps edge rate. The last

lation shown in Fig. 8.24 was conducted with the on-chip decoupling capacitor inclu

for the case of Fig. 8.23c. The on-chip capacitance decreases the noise substantially

ever, around+ 25 mV of noise exists in the package in the steady state due to plane

nances. This noise can increase with larger current sources.

8.3 Summary

In this chapter a mixed signal module and a CBGA package on test board were s

lated for computing the core switching noise. Initially, the core noise produced by

CBGA package alone was investigated. It was observed that the inductance of vias

and solder bumps contributes the maximum towards core noise and the effect of the p

is insignificant. Next, the entire test vehicle including the package (CBGA) and the b

was modeled and the effect of decoupling capacitors on the noise was investigated.

with a maximum amplitude of 800 mV was observed with a single plane pair. The n

decreased to a maximum of 100 mV when decoupling capacitors were included. The

decreased further to 40 mV when all the board layers were included. Finally, the CB

package was simulated with faster current sources. From the results, it was observe

the package planes contribute to the noise more than the vias, when faster rise time

used.

In summary, it is clear that the plane resonances have a large contribution toward

power supply fluctuation, when the core switches. This effect will become pronounce

the frequency of the processor increases in future generations and is largely depend

the on-chip capacitance.
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Fig. 8.23 Simulation results with current sources of different rise times (a) tr = 1ns,
tf = 9ns (b) tr = 0.5ns, tf = 4.5ns (c) tr = 0.1ns, tf = 0.9ns
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Fig. 8.24 Simulation result with the current source of tr = 0.1ns, tf = 0.9ns and on-chip
decoupling capacitor included
158



planes

devel-

acro-

deling

od for

ers for

here

pling

nt cir-

s are

es not

serta-

r one-

sys-

s and

f core

cts

ated in
CHAPTER 9

Conclusion and Future Work

In this dissertation, modeling methods have been presented to accurately model

in electronic packages for both regular and irregular structures. Methods have been

oped to generate equivalent circuits using resonators for rectangular planes and m

models for irregular planes. Since the plane pairs are highly resonant structures, mo

of these structures requires high order macromodels. A model order reduction meth

rectangular planes has been developed to determine the optimum wave mode numb

efficient simulation. Macromodels have been used to implement equivalent circuits w

numerical solutions are available, such as in irregular planes and planes with decou

capacitors. For highly resonant systems, S-parameter macromodel-based equivale

cuit was found to be accurate. While wave resonator models for rectangular plane

guaranteed to be passive, macromodels developed using an eigenvalue solution do

guarantee passivity. This can create a problem for transient simulations. In this dis

tion, a method to preserve the passivity of the macromodels has been discussed fo

port and two-port power distribution networks, which can be extended for multi-port

tems. All the methods described above have been verified using several simulation

measurements. Finally, the methods described have been applied for the simulation o

switching noise for a mixed signal module and a CMOS5L test vehicle from IBM. Effe

of plane resonance and decoupling capacitors on switching noise have been investig
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detail through numerous simulations. Through these simulations the importance o

accurate modeling of planes has been demonstrated.

As an extension to the methods described in this dissertation, the following are

focus may be approriate:

- Inclusion of via inductance in the plane models. These can be achieved using P

models generated from Fast Henry, an inductance extraction program developed at 

- Methods to assure the passivity of S-parameter macromodels.

- Application of iterative methods such as the Conjugate Gradient method to spee

simulations.
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Appendix A. Macromodeling of 15 ports in Fig. 2.2
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Appendix B. 4-port Macromodeling of TV2
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Appendix C. Port locations in Figs 8.7 and 8.14

Table A1: Port locations on the plane pair of 0.8 cm x 0.8 cm

Table A2: Port locations on the plane pair of 3.2 cm x 3.2 cm

port# x [cm] y [cm] port# x [cm] y [cm]

  1  0.4  0.4   11  0.654  0.654

  2  0.124  0.676   12  0.654  0.146

  3  0.676  0.676   13  0.146  0.146

  4  0.676  0.124   14  0.285  0.515

  5  0.124  0.124   15  0.515  0.515

  6  0.262  0.538   16  0.515  0.285

  7  0.538  0.538   17  0.285  0.285

  8  0.538  0.262   18  0.4  0.676

  9  0.262  0.262   19  0.446  0.7

  10  0.146  0.654

port# x [cm] y [cm] port# x [cm] y [cm]

  1 1.6 1.6   11 1.85 1.85

  2 1.32 1.88   12 1.85 1.35

  3 1.88 1.88   13 1.35 1.35

  4 1.88 1.32   14 1.48 1.72

  5 1.32 1.32   15 1.72 1.72

  6 1.46 1.74   16 1.72 1.48

  7 1.74 1.74   17 1.48 1.48

  8 1.74 1.46   18 1.6 1.88

  9 1.46 1.46   19 1.65 1.9

  10 1.35 1.85
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uF
Table A3: Port locations for the plane pair of dimension 27.94 cm x 22.86 cm

# 1-5:ground on g3, 6-9:Vdd on v3, 10:Global Vdd&gnd, 11-14:2X57nF, 15-30:20

port# x [cm] y [cm] port# x [cm] y [cm]

  1 13.97 11.43   16 24.94 2

  2 13.716 11.684   17 24.94 20.86

  3 14.224 11.684   18 3 20.86

  4 14.224 11.176   19 10 2

  5 13.716 11.176   20 13.97 2

  6 13.8548 11.5452   21 17.94 2

  7 14.0852 11.5452   22 22.94 10

  8 14.0852 11.3148   23 22.94 11.43

  9 13.8548 11.3148   24 22.94 12.86

  10 2 2   25 17.94 20.86

  11 10 11.43   26 13.97 20.86

  12 13.97 12.86   27 10 20.86

  13 17.94 11.43   28 5 12.86

  14 13.97 10   29 5 11.43

  15 3 2   30 5 10
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