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Summary

Integrated systems with billions of transistors on a single chip are now a reality. These systems include multi-core microprocessors and are built today using deca-nanometer devices organized into synchronous digital circuits. The movement of data within such systems is regulated by a set of predictable timing signals, called clocks, which must be distributed to a large number of sequential elements. Collectively, these clocks have a significant impact on the frequency of operation and, consequently, on the performance of the systems. The clocks are also responsible for a large fraction of the power consumed by these systems.

The objective of this dissertation is to better understand clock distribution in order to identify opportunities and strategies for improvement by analyzing the conditions under which the optimal tradeoff between power and performance can be achieved, by modeling the constraints associated with local and global clocking, by evaluating the impact of noise, and by investigating promising new design strategies for future integrated systems.
CHAPTER 1

Introduction and Motivation

1.1 Background and Objective

Integrated systems with billions of transistors on a single chip are now a reality. These systems are constructed using large arrays of memory cells and banks of sequential elements separated by logic gates. In such systems, the movement of data is regulated by a set of predictable timing signals. These signals are called clocks. Collectively, these clocks have a significant impact on the frequency of operation and, consequently, on the performance of the systems. The clocks are also responsible for a large fraction of the power consumption of these systems.

The timing of the clocks is very important. Ideally, the relative phase of each clock should be well known. Each clock should have a predefined relationship specified with respect to an absolute time reference or virtual global signal called the clock.

The problem is that, in practice, these clocks cannot always maintain a perfectly predictable relationship with respect to each other. In high-frequency microprocessors, as well as in many other integrated systems, an analog circuit called a phase-locked loop (PLL) is used almost all the time for clock generation. The PLL receives a low-frequency clock, generated off-chip, from which it produces the frequency-multiplied on-chip clock. Because the sequential elements are typically scattered over the entire die, an interconnection network and a set of local clock buffers (LCBs) are required to distribute this on-chip clock. Unfortunately, the distribution network unavoidably introduces some undesirable random delay distortions. Because of these distortions, the clocks received by
the sequential elements can never be predicted with certainty. This clock inaccuracy is very undesirable because it limits system performance and can cause functional failures.

In addition to timing, the power consumption associated with the clocks is of primary importance. For instance, for the 180-nm microprocessor described in [1.1], it represents 33% of the total power (leakage is negligible). In [1.2], for a 130-nm technology, the clocks are reported to consume 42% of the total dynamic power. The main components of the clock power are the power of the global clock distribution network, the power of the buffers and interconnects used for local clocking, and the power of the sequential elements. The clock distribution literature has historically focused on the first component. Now, however, the last two usually dominate [1.2], [1.3].

The objective of this dissertation is to better understand clock distribution in order to identify opportunities and strategies for improvement by analyzing the conditions under which the optimal tradeoff between power and performance can be achieved (Chapter 3), by modeling the constraints associated with local and global clocking (Chapters 4 and 5), by evaluating the impact of noise (Chapter 6), and by investigating promising new design strategies for future integrated systems (Chapter 7). For this, modeling and analyzing clocking in high-frequency microprocessors, where clock distribution has traditionally been the most challenging, is a natural choice.

1.2 Clock Inaccuracy and Clock Distribution

In this dissertation, the inaccuracy of a clock is defined in the phase domain, as the sum of the two components shown in Figure 1.1. There, the inaccuracy of the non-ideal clock \( \Phi \) is determined with respect to an ideal clock having a period \( T_{cycle} \). The first component is the constant phase error and is called the skew. The second component, the jitter, is the time-varying phase error. Mathematically, the phase of the non-ideal clock \( \Phi \) can be expressed as:

\[
\Phi(t) = \frac{2\pi}{T_{cycle}} t + \Phi_{skew} + \Phi_{jitter}(t)
\]  

(1.1)
where the first term of the equation describes the phase of the ideal clock. The inaccuracy between a pair of clocks $\Phi_i$ and $\Phi_j$ is:

$$\Phi_i(t) - \Phi_j(t) = \Phi_{\text{skew},i} - \Phi_{\text{skew},j} + \Phi_{\text{jitter},i}(t) - \Phi_{\text{jitter},j}(t)$$

(1.2)

The pairwise clock inaccuracy thus has a skew and a jitter component as well.

It is sometimes convenient to distinguish between the rising and falling transitions of a clock. This can be done using vectors to represent $\Phi_{\text{skew}}$ and $\Phi_{\text{jitter}}$:

$$\Phi_{\text{skew}} = \begin{bmatrix} \Phi_{\text{skew, rise}} \\ \Phi_{\text{skew, fall}} \end{bmatrix}$$

(1.3)

$$\Phi_{\text{jitter}}(t) = \begin{bmatrix} \Phi_{\text{jitter, rise}}(t) \\ \Phi_{\text{jitter, fall}}(t) \end{bmatrix}$$

This definition for clock inaccuracy is general enough to describe clocks where the high and low phases have different durations. It is also sufficiently general to describe phase jitter in addition to cycle-to-cycle jitter.
1.2.1 Sources of Clock Inaccuracy

There are several sources of clock inaccuracy for integrated systems. Some are related to manufacturing variations. Others are due to the noise generated by the chips themselves or caused by the random conditions in which the chips operate.

The manufacturing process is not perfect, and various effects cause device and interconnect parameters to deviate from their expected values. The most important device parameters include the channel length, the threshold voltage, and the gate oxide thickness. For interconnects, the important parameters include the metal width, metal thickness, and interlevel dielectric (ILD) thickness.

For MOSFETs where the gate oxide is only a few atoms thick, the atomic scale roughness of the gate-to-oxide and oxide-to-silicon interfaces can lead to significant oxide thickness variation (OTV), as discussed in [1.4] by Asenov et al. This produces variations in threshold voltage and carrier mobility. The roughness is usually characterized by an amplitude and a correlation length. The roughness describes how far one side of the interface can penetrate the other. The correlation length describes the rate at which the amplitude spatially varies. When the interface correlation length is small compared to the device dimensions, the oxide thickness variations tend to partially cancel each other out. The variations then produce a quasi-Gaussian threshold voltage distribution that is relatively tight. However, when the device dimensions shrink and become comparable to the correlation length, the oxide thickness becomes more uniform over the gate region while its average value fluctuates more. This leads to greater threshold voltage fluctuations. Asenov et al. point out that correlation lengths of 1.0 to 3.0 nm are reported based on transmission electron microscopy measurements and that apparently conflicting correlation lengths of 10.0 to 30.0 nm are also reported based on atomic force microscopy measurements. This uncertainty makes the impact of OTV more difficult to predict. As discussed in [1.5], surface roughness also produces scattering which reduces effective carrier mobility and prevents ballistic transport.
The random placement of the atoms used for channel doping also causes fluctuations in threshold voltage and saturation current [1.6], [1.7]. The MOSFET depletion region can be modeled as an array of small cubic MOS capacitors separating the source from the drain. Since the doping concentration for each capacitor is different, each capacitor has a different threshold voltage. For a given gate voltage, only the MOS capacitors having a sufficiently low doping concentration will be inverted. A conductive current path from the source to the drain may or may not exist. The actual gate voltage at which current percolation begins is determined by the random position of the cubes containing the fewer impurities. Even for double-gate devices, where channel doping is not required, the random placement of dopants in the source and drain regions can create fluctuations of the effective channel length along the width of the device [1.8].

Gate line edge roughness (LER), the random deviation of the gate line edges from their average position, is another source of parameter fluctuations [1.9], [1.10]. LER is caused by tolerances inherent to materials and tools used during lithography. It has not scaled down with line width and only reduces with improved process conditions. Like OTV, LER is characterized using an amplitude standard deviation and a correlation length. The amplitude is typically of the order of 5 nm [1.10], but can be reduced to at least 2 nm with a well controlled process [1.9]. For deca-nanometer MOSFETs, according to Asenov et al., LER produces threshold voltage and on and off current fluctuations on a scale similar to the fluctuations introduced by random dopant placement. LER could potentially be a major problem for double-gate MOSFETs [1.8].

The multilevel interconnect structures used in integrated circuits are fabricated layer by layer. Chemical-mechanical polishing (CMP) is used for planarization [1.11]. After the metal interconnects are patterned and the interlevel dielectric (ILD) is deposited, the wafer is pressed against a polishing pad. A slurry of fluid and particles is added as a chemical abrasive to soften the surface of the dielectric. The combined rotation of the wafer and the pad produces wear that planarizes the dielectric. However, even after CMP, non uniformities remain at the surface of the die. These non uniformities are strongly correlated with the pattern density of the mask used to produce the metal interconnects.
Sparse regions polish faster than dense ones. The result is that dense regions have a thicker ILD and, therefore, less capacitance. Although ILD thickness variations can be reduced using metal fill, they cannot be completely eliminated. Moreover, metal fill patterns tend to increase capacitance (when the additional metals are grounded) or crosstalk (when the additional metals are left floating) [1.12].

The dual damascene (DD) approach is commonly used to pattern the metals. With DD, the line trenches and vias are filled simultaneously in a single copper deposition step. First, the dielectric is etched (via first or trench first). Thin diffusion barriers are required to prevent the copper from contaminating the silicon devices and also from degrading the insulating performance of the intermetal and interlayer dielectrics. The barriers are constructed with materials like tantalum, tantalum nitride, or titanium nitride, using either physical vapor deposition (PVD) or chemical vapor deposition (CVD). Following the liner deposition, the trenches and vias are filled with copper using electroplating, or CVD, or a seed layer followed by electrochemical deposition (ECD). This step becomes increasingly difficult as the aspect ratio of the trenches and vias increases. CMP is then used for metal planarization. The line width and pattern density dependencies are different for copper and oxide CMP. Since copper is softer than silicon dioxide, it gets polished faster. Over regions with a high line density, this additional erosion can significantly reduce the metal thickness. In addition, wide lines are susceptible to become thinner than expected in the center (i.e. to dishing), regardless of the local line density. Copper CMP can therefore introduce significant sheet resistance variations across the die [1.13].

Line width is another factor that influences copper resistivity. As discussed in [1.14], metal interconnects that have any of their dimensions reduced to a length comparable to the mean free path of the electrons get significantly more resistive. The increase is due to surface scattering and to grain-boundary scattering. As wire widths scale down, the number of surface collisions experienced by the electrons becomes a significant fraction of the total number of collisions. The grain boundaries also contribute to the resistivity
increase by acting like partially reflecting planes. Any random variation in the width of a narrow wire can therefore produce a considerable resistance variation.

During lithography, the proximity effects caused by local layout pattern differences can create significant channel length variations. Optical proximity correction (OPC) is a technique that adjusts the mask patterns to make the printed features closer to the desired shapes. Typical modifications include lengthening a feature, displacing the edge of a pattern, introducing assist features for image quality improvement, and creating serifs to reduce corner rounding [1.15]. But, as discussed in [1.16], perfect mask correction is impossible because of resolution limits preventing the application of arbitrary correction amounts and because of focal plane variations. There exist several correction algorithms that use different strategies to classify the local layout patterns. Some perform better than others, but not on all patterns. Algorithms have also been proposed to supplement OPC by correcting certain fluctuations occurring on a larger scale, such as the systematic intrafield channel length variability. One such algorithm is described in [1.17]. It is based on the empirical characterization of the spatial properties of the channel length variations for different layout patterns. The results, reported for a 180-nm technology, indicate that performing spatial correction can drastically improve circuit speed over OPC alone.

The random and systematic variations introduced during manufacturing are not the only sources of clock inaccuracy for integrated systems. Another source is the noise produced by the chips while they operate. Unlike manufacturing variations, this noise is time-dependent. It is a form of self-interference that can considerably perturb the dynamic characteristics of certain circuits. PLLs for instance are particularly sensitive to digital switching noise in general, and to substrate noise in particular. The end result is additional jitter [1.18], [1.19]. Furthermore, continued device scaling could introduce new problems like, perhaps, random telegraph signal (RTS) noise. RTS noise, observed as a discrete drain current fluctuation occurring at random times and resulting from the trapping and escaping of a single charge by a defect near the silicon-oxide interface, could become a serious issue for analog circuits with MOSFETs operating in weak inversion [1.20], [1.21].
The power delivery system is non-ideal and has voltage fluctuations that randomly affect device delays. These voltage fluctuations include the ripple of the voltage regulation module (VRM). The impedance of the package combined with the impedance of the on-chip power distribution network inevitably produces resistive \((IR)\) voltage drops. These \(IR\) drops reduce the supply voltage reaching the devices, making them slower. Since the current drawn by a chip varies according to the data that it processes, the \(IR\) drops are time-dependent. The \(IR\) drops are also position-dependent. The chip regions having the highest activity tend to have larger drops than the more quiet regions. Inductance causes additional noise whenever and wherever the current drawn by the chip varies. The switching activity of the core contributes to this \(\Delta I\) noise. Even more \(\Delta I\) noise is produced when a large number of off-chip drivers can switch simultaneously. Given the complex frequency-dependent impedance of the package and of the on-chip power distribution network, it is currently very difficult to determine the timing impact of power-supply noise as a function of the switching activity of the devices, when realistic vectors are used. Although techniques exist to identify the vectors maximizing the noise [1.22], these vectors are not necessarily the ones impacting timing the most.

Furthermore, chip temperature is never uniform. It varies with time according to the data being processed and spatially according to the functional units that are active. Temperature gradients perturb the resistance of the clock interconnects and, consequently, their delay. Random capacitive and inductive coupling with data signals can change the delay of the clock wires as well.

The environmental conditions in which a chip operates also create clock inaccuracy. The variable ambient temperature and the properties of the system used for cooling the chip can significantly alter the average chip temperature. Even with no on-chip temperature gradient, changing the average temperature can still significantly impact interconnect performance. A single chip can also run at various supply voltage levels. Device and interconnect delays are generally difficult to match across a wide range of operating conditions.
1.2.2 Impact of Clock Inaccuracy on Frequency and Functional Failures

Clock inaccuracy limits performance and can cause functional failures [1.23]. To show how, the general flip-flop circuit of Figure 1.2 can be analyzed with the assumption that the combinational logic delay $T_{data}$ is bounded by $T_{min}$ and $T_{max}$. $T_{data}$ includes any interconnect delay present in the combinational logic network. The time required by a flip-flop to respond to a rising edge of the clock and launch its data is called $T_{launch}$.

Let $\delta$ represent the maximum clock inaccuracy introduced by the clock distribution network between $\Phi_a$, the clock generating the data, and $\Phi_b$, the clock sampling the data. In other words, let $\delta$ be the maximum absolute time difference between the rising edge of $\Phi_a$ and the rising edge of $\Phi_b$. By definition, $\delta$ is always positive. The circuit will operate properly if and only if the following two conditions are met:

$$T_{cycle} - T_{launch} - T_{max} - T_{setup} - \delta > 0 \quad (1.4)$$

and

$$T_{launch} + T_{min} - T_{hold} - \delta > 0 \quad (1.5)$$

The first condition is a maximum delay (setup time) check. It expresses that the data produced by flip-flop A must be valid at the input of flip-flop B soon enough to be
sampled correctly, even when the sampling event occurs earlier than it should. As shown in Figure 1.3, if \( \Phi_a \) lags \( \Phi_b \), the data will become valid at the input of flip-flop B \( T_{\text{launch}} + T_{\text{max}} \) after the rise of \( \Phi_a \). The earliest sampling instant can occur \( T_{\text{cycle}} - \delta \) after the rise of \( \Phi_a \). Since the data must be stable \( T_{\text{setup}} \) before the sampling event, \( T_{\text{cycle}} - \delta \) – \( T_{\text{launch}} + T_{\text{max}} \) must be greater than \( T_{\text{setup}} \) as stated in (1.4).

The second condition is a minimum delay (hold time) check. It expresses that the data produced by flip-flop A for a given clock cycle must be held long enough at the input of flip-flop B to be sampled correctly before being overwritten by the data produced for the next cycle. As shown in Figure 1.4, if \( \Phi_a \) leads \( \Phi_b \), the new data generated by flip-flop A can become valid at the input of flip-flop B \( T_{\text{launch}} + T_{\text{min}} \) after the rise of \( \Phi_a \). Because
the old data was sampled \( \delta \) after the rise of \( \Phi_a \), it must remain stable until \((\delta + T_{\text{hold}})\) after the rise of \( \Phi_a \). Equivalently, \((T_{\text{launch}} + T_{\text{min}})\) must be greater than \((\delta + T_{\text{hold}})\) as stated in (1.5).

Each constraint gets more difficult to satisfy as the clock inaccuracy \( \delta \) increases. In practice, violations of the maximum-delay constraint are undesirable but can be solved by increasing \( T_{\text{cycle}} \). The cost is performance. However, because hold time violations cause functional failures at all frequencies, the minimum-delay timing parameters tend to be very conservative. If the clock inaccuracy is such that a minimum-delay violation is possible, \( T_{\text{min}} \) is increased (often by adding buffers) until the violation disappears. Unfortunately, increasing \( T_{\text{min}} \) frequently increases \( T_{\text{max}} \) and brings performance degradation.

For a more general system containing a set of clocks \( C = \{ \Phi_1, \Phi_2, \ldots, \Phi_k \} \) and including a combination of flip-flops and latches, the timing analysis problem is more difficult, especially when the skew between any two pairs of clocks is arbitrary [1.24]. Given a pair of sequentials, the solution proposed by Harris et al. for the maximum-delay checks is to make the receiving clock early with respect to the launching clock. It is assumed, without loss of generality, that all latches are transparent when the controlling clock is high. Edge-triggered flip-flops are simpler to handle because they do not allow time borrowing. If a latch is transparent when its input arrives, the data should propagate through the latch and continue through the succeeding stages of combinational logic with respect to the clock that initially launched the path. If a latch is opaque when its input arrives, the path from the launching clock will never constrain timing. A new path should then be started with the opaque latch’s clock. Harris et al. point out that the timing analysis problem can be simplified and solved approximately by grouping clocks having a small mutual skew into a single domain and by treating the entire domain as a single clock.

For minimum-delay checks, Harris et al. make the receiving clock late relative to the launching clock. The system is free from minimum-delay races if, for every consecutive
pair of sequentials, the data from the sender cannot arrive at the receiver until some hold time after the previous sampling edge of the receiver. Since the minimum-delay analysis must only check one element and its successor, it is fundamentally easier than the maximum-delay analysis.

1.2.3 Clock Distribution

Two global clock distribution topologies are typically used to attempt to minimize clock inaccuracy and power consumption: clock trees and clock grids. These two basic topologies are often combined to form more complex hierarchical networks [1.1], [1.3], [1.25]-[1.27].

A clock distribution tree is a symmetrical interconnect structure like the one shown in Figure 1.5. The clock is driven from the root and toward the leaves, where loads are attached. Signal repeaters are normally inserted to break long segments. If the delay through each of the branches is equal, the clock pulses generated at the root will arrive simultaneously at every receiver. Generally, the branches do not have to have the same length. To keep the structure electrically symmetrical, only the delays have to be matched.

Layout is usually very critical for clock trees. Every wire has to be carefully shielded to protect the clock signal from capacitive and inductive coupling noise. If the size or the
position of a clock receiver changes, it is common to have to rebalance the entire tree. Sometimes, rebalancing the tree requires adding, deleting, and moving a large number of wires, which can be hard to do in metal-congested areas. If the tree cannot be implemented exactly as desired, the clock inaccuracy can increase significantly. Another disadvantage of clock trees is that, to some extent, they constrain the position of the receivers and force them to have a similar capacitive load.

Compared to other clock distribution structures, clock trees are relatively easy to analyze. However, providing early clock inaccuracy estimations is difficult if the number, size, and position of the receivers are unknown. As a result, the early estimates are often conservative and may place unnecessary constraints on the combinational logic separating the sequential elements.

Clock trees are practical at multi-GHz frequencies. For example, the clock distribution network described in [1.26] operates at 2.0 GHz.

A simple clock grid structure is shown in Figure 1.6. Grids have the advantage of being relatively insensitive to the number, size, and position of the clock receivers. Grids can be designed with limited knowledge of the architecture and implementation of the subsystems to be clocked. For grids, size and density largely determine the clock inaccuracy.

Figure 1.6: Clock distribution grid.
For high-density grids, the delay variation caused by the change of a receiver load is small. However, dense grids can cost a lot of power if they are not designed carefully [1.25]. By nature, they contain a large number of redundant wires and thus have a large capacitance. As pointed out in [1.3], the power dissipated for global clock distribution is typically rather small compared to the power dissipated for local clock distribution, even when clock gating is used for the local clocks. Therefore, despite their high capacitance, grids remain attractive. Their layout is fairly easy because it is regular. Moreover, if a few grid wires are not perfectly positioned, the impact on clock inaccuracy is often negligible. Clock grids can tolerate a larger amount of electrical noise because local perturbations are rapidly averaged over their entire structure. They often yield a lower clock inaccuracy, simpler architecture, and simpler implementation than clock trees.

1.2.4 In-Package Clock Distribution

Another strategy for global clock distribution in high-frequency microprocessors is in-package clocking. The interconnects available for routing within the package tend to be much wider and thicker than the ones found on-chip. For the same length, the in-package interconnects can be 1000 times less resistive and 10 times less capacitive [1.28]. To take advantage of the better electrical performance of the in-package interconnects, Zhu and Tam have proposed to use them for global clock distribution. Their proposal is illustrated in Figure 1.7 for a flip-chip packaging technology. First, the clock produced by the off-chip clock generator is routed through the package to the chip PLL (not shown in the
figure), which in turns feeds a single global driver. This global driver then connects to the in-package interconnects to feed several local clock buffers. Electrostatic discharge protection is used for the local clock buffers because they could otherwise be damaged during package assembly. According to Zhu and Tam, the potential benefits of in-package clock distribution include: a latency reduction for the global clock distribution network, a decrease in global clock power dissipation, and a chip area improvement obtained by removing the global clock network from the chip. However, they point out in-package clock distribution complicate testing for chips that are not yet packaged because multiple clock sources are needed to feed the unconnected local clock buffers.

The best way to take advantage of the better electrical performance of the in-package interconnects remains a research topic however. At this point, it is unclear if the strategy proposed by Zhu and Tam has any significant power or performance advantage.

1.2.5 Spread-Spectrum Clocking

Clock inaccuracy, although undesirable for timing, is sometimes introduced on purpose and under highly controlled conditions. Complex systems usually require several clocks on their printed-circuit board. These clocks are typically generated by a dedicated chip connected to a reference crystal. For better noise immunity, these clocks are distributed
using differential signaling. However, the frequency of the off-chip clocks is commonly modulated by a small amount to reduce electromagnetic interference. This modulation technique, which creates intentional jitter, is called spread-spectrum clocking. It is discussed in [1.29], [1.30], and [1.31]. Figure 1.8 shows the results reported in [1.31].

1.3 Overview

The dissertation is organized as follows. Chapter 2 introduces a new quasi-linear device model whose mathematical simplicity later enables the resolution of several differential equations involving interconnects. Chapter 3 derives the conditions under which the optimal tradeoff between power and performance is achieved in synchronous digital systems. Chapter 4 discusses local clocking, including local clock buffers and sequential elements, as well as interconnect bandwidth and crosstalk jitter. Chapter 5 discusses global clocking and the power impact of the placement of the local clock buffers. It also introduces the concept of interlevel coupling noise and a novel model for it. Chapter 6 analyzes the timing impact of power-supply noise. Chapter 7 finally proposes a new multi-PLL clock distribution architecture that addresses some of the limitations associated with conventional clock distribution strategies and provides additional opportunities for saving power.
CHAPTER 2

A Quasi-Linear MOSFET Model

The MOSFET device model proposed by Sakurai and Newton about 15 years ago [2.1] is widely used in the literature. The model is empirical. It is also compact. It has been successfully used to mathematically analyze the properties of several circuits. Due to some of its non-linearities, however, the model is difficult to apply to differential equations involving interconnects. This chapter proposes a novel quasi-linear MOSFET model better suited for solving interconnect problems, such as the ones that arise during the analysis of high-frequency microprocessor clocking networks.

2.1 Introduction

Several MOSFET models having various degrees of accuracy and complexity have been proposed in the literature over the years [2.1]-[2.5]. Due to its mathematical simplicity, the $\alpha$-power law model proposed by Sakurai and Newton in [2.1] is still widely used to analytically derive circuit properties.

The model of Sakurai and Newton describes the behavior of the drain current $I_D$ for three regions of operations. In the cutoff region, when the gate-to-source voltage $V_{GS}$ of the device is below the threshold voltage $V_T$, no current is flowing:

$$I_D = 0$$  \hspace{1cm} (2.1)

In the saturation region, when the drain-to-source voltage $V_{DS}$ is greater than the drain saturation voltage $V_{DSS}$, the drain current is entirely controlled by the gate voltage:

$$I_D = \frac{W}{L} P_c (V_{GS} - V_T)^\alpha$$  \hspace{1cm} (2.2)
where

\[ V_{DS0} = P_c (V_{GS} - V_T)^{\alpha} \]  \hspace{1cm} (2.3)

and where \( \alpha \) is the velocity saturation index. \( P_c \) and \( P_V \) are empirical constants. The channel width and length of the device are described by \( W \) and \( L \).

In the linear region, when \( V_{DS} < V_{DS0} \),

\[ I_D = \frac{W}{L} \frac{P_c}{P_V} (V_{GS} - V_T)^{\alpha} V_{DS} \]  \hspace{1cm} (2.4)

The drain current in saturation when \( V_{GS} \) is equal to the supply voltage \( V_0 \) is:

\[ I_{D0} = \frac{W}{L} P_c (V_0 - V_T)^{\alpha} \]  \hspace{1cm} (2.5)

The drain saturation voltage \( V_{D0} \) at \( V_{GS} = V_0 \) is:

\[ V_{D0} = P_t (V_0 - V_T)^{\alpha} \]  \hspace{1cm} (2.6)

Using (2.5) and (2.6), the saturation current of (2.2) and the linear current of (2.4) respectively become:

\[ I_D = I_{D0} \left( \frac{V_{GS} - V_T}{V_0 - V_T} \right)^{\alpha} \]  \hspace{1cm} (2.7)

and

\[ I_D = I_{D0} \frac{V_{DS}}{V_{D0}} \left( \frac{V_{GS} - V_T}{V_0 - V_T} \right)^{\alpha} \]  \hspace{1cm} (2.8)

which is the form in which the model is typically used. Of course, \( I_{D0} \) and \( V_{D0} \) can be treated as model parameters, but they are only valid when the supply voltage is \( V_0 \). In other words, \( I_{D0} \) and \( V_{D0} \) are not independent variables, but a function of \( V_0 \).

The model proposed in [2.2] by Miura-Mattausch et al. is intended for circuit simulations and is far more complex. All device characteristics are described as a function of the drain and source surface potentials, which are calculated iteratively from the applied conditions.
voltages under the charge-sheet approximation. Because of its iterative nature, the model only implicitly defines the drain current as a function of the applied voltages. The model accounts for carrier drift and diffusion and is valid for all regions of operations. Given the source and drain surface potentials $\phi_{S0}$ and $\phi_{SL}$, the drain current is obtained as follows:

$$
I_D = \frac{W}{L} \mu \left[ C_{ox} (1 + \beta V' G)(\phi_{SL} - \phi_{S0}) - \frac{\beta}{2} C_{ox} (\phi_{SL}^2 - \phi_{S0}^2) 
- \frac{2\sqrt{2}}{3} q N_{sub} L_D \left( (\beta \phi_{SL} - 1)^{\frac{3}{2}} - (\beta \phi_{S0} - 1)^{\frac{3}{2}} \right) + \sqrt{2} q N_{sub} L_D \left( (\beta \phi_{SL} - 1)^{\frac{3}{2}} - (\beta \phi_{S0} - 1)^{\frac{3}{2}} \right) \right]^{(2.9)}
$$

where $q$, $C_{ox}$, $N_{sub}$, $L_D$, and $\beta$ are respectively the electronic charge, the gate oxide capacitance per unit area, the substrate doping concentration, the Debye length, and the inverse of the thermal voltage. $V' G$ represents the effective gate voltage. The carrier mobility $\mu$ is determined using an empirical function of the applied voltages and is assumed independent of the position in the channel.

Later, Bowman et al. combined $\alpha$-power law model of Sakurai and Newton with the physical model proposed in [2.3] in order to enable projections of circuit performance for future technology generations.

The expression for $\alpha$ derived by Bowman et al. in [2.4] is:

$$
\alpha = \frac{1}{\ln(2)} \ln \left( \frac{2V_{D0}(V_0 - V_T - \frac{\eta}{2}V_{D0})}{V_{D0}(V_0 - V_T - \eta V_{D0})} \right) \quad (2.10)
$$

where $V_{D0}$ and $V_{Da}$ are constants:

$$
V_{D0} = E_C(V_0) L \left( 1 + \frac{2}{E_C(V_0) L} \frac{V_0 - V_T}{\eta} - 1 \right) \quad (2.11)
$$

and

$$
V_{Da} = E_C(\frac{1}{2}(V_0 + V_T)) L \left( 1 + \frac{2}{E_C(\frac{1}{2}(V_0 + V_T)) L} \frac{\frac{1}{2}(V_0 + V_T) - V_T}{\eta} - 1 \right) \quad (2.12)
$$

The critical electric field $E_C$ for carrier velocity saturation is:
\[ E_C(V_{GS}) = \frac{V_{sat}}{\mu_0} (1 + \theta(V_{GS} - V_T)) \]  

(2.13)

The parameter \( \eta \) represents the subthreshold slope factor while \( \theta \) represents the vertical high field mobility degradation factor.

By definition, \( \alpha \) is constant with respect to \( V_{GS} \) and \( V_{DS} \).

For \( I_{D0} \), the expression is:

\[ I_{D0} = \frac{W}{L} \mu_0 C_{ox} \frac{V_{D0}(V_0 - V_T - \frac{2}{3} V_{D0})}{(1 + \theta(V_{GS} - V_T)) \left[ 1 + \frac{2}{E_C(V_{GS})L} \frac{V_{GS} - V_T}{\eta} \right]} \]

(2.14)

where \( C_{ox} \) is the gate oxide capacitance per unit area, as before.

The models proposed in [2.1]-[2.4] all assume that the channel charge is able to respond instantaneously to all voltage changes at the terminals of the device. However, as pointed out in [2.5] by Roy, Vazi, and Patil, this quasi-static assumption starts to be inaccurate when the transition time of the terminal voltages become comparable to the transit time of the carriers through the channel. They account for the non-quasi-static effects by numerically solving the following equation:

\[
\frac{dQ_{qs}}{dt} + \frac{dQ_{nqs}}{dt} = k \left[ \left( \frac{\partial Q_{nqs}}{\partial x} \right)^2 + Q_{nqs} \frac{\partial^2 Q_{nqs}}{\partial x^2} \right] + k \left[ Q_{nqs} \frac{\partial^3 Q_{nqs}}{\partial x^3} + 2 \frac{\partial Q_{nqs}}{\partial x} \frac{\partial Q_{nqs}}{\partial x} + Q_{nqs} \frac{\partial^2 Q_{nqs}}{\partial x^2} \right]
\]

(2.15)

where \( Q_{qs} \) is the channel charge under the quasi-static assumption and \( Q_{nqs} \) is the transient charge that appears under non-quasi-static conditions. The model is intended for implementation in a circuit simulator. Like the models proposed in [2.2] and [2.3], it is not suitable for the manual derivation of circuit properties.

There are two problems with the \( \alpha \)-power law model of Sakurai and Newton. The first one is the velocity saturation index. In saturation, it makes the relationship between \( V_{GS} \) and \( I_D \) non-linear. For the 180-nm devices of [2.6], the 130-nm devices of [2.7], the 90-nm devices of [2.8] and [2.9], and the 65-nm devices of [2.10], \( \alpha \approx 1 \) and that non-linearity is an unnecessary mathematical burden.
The other problem with the $\alpha$-power law model is that it ignores channel-length modulation. In other words, it assumes flat I-V curves in saturation. Channel-length modulation occurs when a $V_{DS}$ increase reduces the effective channel length. In saturation, this effective channel length reduction increases the $W/L$ ratio, which increases the drain current. For the devices of [2.6]-[2.10] that span four technology generations, this effect is not negligible. The model extension presented in [2.11] includes a channel-length modulation parameter. Unfortunately, this extension makes the model even more difficult to apply to problems involving interconnects. The additional complexity stems from the fact that in saturation, $I_D$ becomes a non-linear function of two variables ($V_{GS}$ and $V_{DS}$) instead of one.

The physical $\alpha$-power law model of Bowman et al. suffers from the same two problems: $\alpha$ is still an unnecessary mathematical burden and channel-length modulation is still ignored. Furthermore, its mathematical complexity is even higher because it makes $I_{D0}$ a function of the gate voltage. The model is unfortunately too complex to be useful to analytically derive circuit properties. In [2.12] Bowman et al. are forced to make the simplifying assumption that $I_{D0}$ is constant in order to be able to analytically determine the delay of an inverter ($\alpha$ is always constant with respect to the gate and drain voltages). With $\alpha$ and $I_{D0}$ treated as constants, albeit physical constants, the physical $\alpha$-power law model of Bowman et al. is no more accurate than the one proposed by Sakurai and Newton in [2.1].

This chapter introduces a novel quasi-linear device model that is mathematically easier to use and also better suited for solving interconnect problems. The model is derived in Section 2.2 and validated in Section 2.3 for a 130-nm device. Section 2.4 uses the model to derive new expressions for the delay required by a device to discharge a capacitive load. The delay predicted using the new expressions for a 130-nm device is compared to the delay obtained using a circuit simulator. For typical input transition times, the error with the quasi-linear device model does not exceed 5%. The accuracy of the model is maintained when the experiment is repeated with a 90-nm device.
2.2 Derivation

The proposed quasi-linear MOSFET model includes the three regions of operation used in [2.1]: saturation, linear, and cutoff. In saturation, the drain current is given by the following linear relationship:

\[ I_D = g_G (V_{GS} - V_T) + g_D (V_{DS} - V_{DS0}) \]  \hspace{1cm} (2.16)

where \( g_G \) is the gate transconductance, \( g_D \) is the drain conductance, and \( V_{DS0} \) is the drain-to-source voltage separating the saturation and linear regions. In (2.16), \( V_{DS0} \) is a constant parameter. For a device having a width \( w \), it is convenient to express \( g_G \) as \( g_G = g_{G0} w \), where \( g_{G0} \) is the gate transconductance per micron. Similarly, \( g_D = g_{D0} w \).

Equation (2.16) is valid when \( V_{GS} \) is sufficient to make \( I_D \) positive and when \( V_{DS} \geq V_{DS0} \). \( I_D \) will be positive when:

\[ V_{GS} \geq V_T - g_D (V_{DS} - V_{DS0}) / g_G \]  \hspace{1cm} (2.17)
The mathematical simplicity of (2.16) is partially achieved due to the saturation condition defined in (2.17). This saturation condition is more complex than the one of the $\alpha$-power law MOSFET model.

In the linear region, when $V_{GS} \geq V_T$ and $V_{DS} \leq V_{DS0}$:

$$I_D = g_D (V_{GS} - V_T) \frac{V_{DS}}{V_{DS0}} = \frac{V_{DS}}{R_{lin}}$$

(2.18)

where $R_{lin}$ is modulated by $V_{GS}$:

$$R_{lin} = \frac{1}{g_D} \frac{V_{DS0}}{V_{GS} - V_T}$$

(2.19)

If $V_{GS}$ is constant then (2.18) becomes linear. Finally, when the device is neither in saturation nor in the linear region, it is in cutoff. The drain current is then approximated as zero.

### 2.3 Validation

Figure 2.1 shows that the I-V curves of [2.7] are generally well approximated by the quasi-linear model. The device width is 5.00 µm. $V_{GS}$ varies from 0.4 V to 1.6 V in steps of 0.2 V. The separation between the linear and saturation regions of operation is a simple vertical line. In saturation, the curves are strictly parallel (but generally not flat).

The parameters are chosen to optimize the model accuracy at large drain currents, when $V_{GS}$ is between 1.0 V and 1.6 V.

The model is least accurate when $V_{GS}$ is close to $V_T$ and when $V_{DS}$ is small. In most problems involving an inverter driving a lumped or distributed load (e.g. an interconnect), the reduced accuracy in the linear region at small gate-to-source voltages is irrelevant. The inverter almost never operates there, unless it’s input transition time is very slow and its output load very small. The reduced accuracy in the saturation region when the gate-to-source voltage is small is usually not important either. There, the drain currents are small. With realistically fast input transition times, $V_{GS}$ tends to rise rapidly enough to make the error a small fraction of the total charge flowing through the drain.
Finally, the drain current is overestimated around the boundary separating the linear and saturation regions when $V_{GS}$ is higher than the nominal supply voltage. If this region is important, the error there can be minimized by properly extracting the model parameters.

2.4 Application

This section uses the quasi-linear MOSFET model to derive the output waveform of a device discharging a capacitive load $C$. The input waveform applied to the device is shown in Figure 2.2.

The gate-to-source voltage is given by:

$$V_{GS}(t) = V_o (t / t_T)$$

(2.20)

The time at which the device starts conducting (i.e. the time at which the device goes from cutoff to saturation) is when $V_{GS}$ begins to satisfy (2.17). This occurs at:

$$t_{sat} = \frac{V_T - g_D (V_{DS} - V_{DSs})}{g_G V_o} t_T$$

(2.21)
Since $V_{DS}$ is initially equal to $V_0$,

$$t_{sat} = \frac{V_T - g_D(V_0 - V_{DS0})}{g_m t_r} \tag{2.22}$$

The output voltage after time $t_{sat}$ obeys the following differential equation, for as long as the device remains in saturation:

$$-CV'_{DS}(t) = I_d(V_{GS}(t), V_{DS}(t)) \tag{2.23}$$

For quasi-linear MOSFETs, the drain current is given by (2.16). The differential equation for the output voltage thus becomes:

$$-CV'_{DS} = g_m(V_{GS} - V_T) + g_D(V_{DS} - V_{DS0}) \tag{2.24}$$

Since $V_{GS} = V_0 (t / t_T)$,

$$-CV'_{DS} = g_m(V_0(t/t_T) - V_T) + g_D(V_{DS} - V_{DS0}) \tag{2.25}$$

or

$$-\frac{C}{g_D} V'_{DS} - V_{DS} = mt - b \tag{2.26}$$

where $m$ and $b$ are time-invariant:

$$m = \frac{g_m V_0}{g_D t_r} \tag{2.27}$$

$$b = \frac{g_m V_T}{g_D} + V_{DS0}$$

The solution with initial condition $V_{DS}(t_{sat}) = V_0$ is:

$$V_{DS}(t) = \left( m \left( t_{sat} - \frac{C}{g_D} \right) - b + V_0 \right) e^{-\frac{g_m t_{sat}}{C}} - \left( m \left( t - \frac{C}{g_D} \right) - b \right) \tag{2.28}$$

The device is expected to remain in saturation as the output waveform crosses the 50% point. Based on the I-V curves published in [2.6]-[2.10], this is reasonable since the drain-to-source voltage must fall well below $50\% \times V_0$ for the device to enter its linear region of operation.
When the input transition time is slow, the output waveform may cross the 50% point while the input is still rising. In this case, the time at which the output crosses the 50% point can be obtained from (2.28) by solving $V_{DS}(t) = 50\% \times V_0$:

$$t_{out50\%} = \frac{b - V_0 / 2}{m} + \frac{C}{g_D} W\left\{ \frac{g_D (m - b + V_0) - m C e^{\frac{g_D}{C} (m - b + V_0/2)} - 1}{m C} \right\}$$  

(2.29)

where $W(\cdot)$ is the Lambert $W$ function [2.13]. For negative arguments, the following approximation is reasonably accurate:

$$W(x) \approx \sqrt{2} \left( \sqrt{ex + 1} - \frac{3}{x} - 1 \right)$$  

(2.30)

At $t = t_T$, the input voltage stabilizes to $V_0$. The remainder of the derivation assumes that the crossing event occurs after that time. The output voltage at $t_T$ is:

$$V_{DS}(t_T) = \left( m \left( t_{sw} - \frac{C}{g_D} \right) - b + V_0 \right) e^{\frac{g_D}{C} (t_T - t_{sw})} + m \frac{C}{g_D} - (m t_T - b)$$  

(2.31)

For $t > t_T$, the output voltage decreases according to the following differential equation:

$$-C V_{DS}' = g_O (V_0 - V_T) + g_D (V_{DS} - V_{DS0})$$  

(2.32)

or

$$-\frac{C}{g_D} V_{DS}' - V_{DS} = m t_T - b$$  

(2.33)

The solution to (2.33) satisfying (2.31) is:

$$V_{DS}(t) = (m t_T - b + V_{DS}(t_T)) e^{\frac{g_D}{C} (t - t_T)} - (m t_T - b)$$  

(2.34)

Using (2.31) for $V_{DS}(t_T)$ and solving (2.34) for $50\% \times V_0$ yields $t_{out50\%}$:

$$t_{out50\%} = t_T + \frac{C}{g_D} \log \frac{m \left( t_{sw} - \frac{C}{g_D} \right) - b + V_0}{m t_T - b + \frac{V_0}{2}}$$  

(2.35)

By definition, the delay $d$ of the device is $t_{out50\%} - t_{in50\%}$. From Figure 2.2, the input ramp crosses its 50% point at $t_T / 2$. From (2.29) and (2.35), the delay is therefore:
\[ d = \begin{cases} \frac{b - V_o / 2}{m} + \frac{C}{g_D} + \frac{C}{g_D} W \left( g_D \left( m t_{\text{sat}} - b + V_0 \right) - mC e^{\frac{g_D}{V_t} \left( m t_{\text{sat}} - b + V_0 / 2 \right)} - 1 \right) \frac{t_f}{2} & (t_f \text{ slow}) \\ \frac{t_f}{2} + \frac{1}{g_D} \log \left( \frac{m \left( t_{\text{sat}} - \frac{C}{g_D} \right) - b + V_0}{e^{\frac{g_D}{V_t} \left( t_f - t_{\text{sat}} \right)} + m \frac{C}{g_D}} \right) \frac{m t_f - b + V_0}{2} & (t_f \text{ fast}) \end{cases} \] (2.36)

where the transition time is considered slow if \( t_{\text{out50\%}} < t_T \) when using (2.29) to compute \( t_{\text{out50\%}} \).

The transition time of the output waveform is obtained by extrapolating its slope at the 50% point:

\[ t_{\text{out}} = \frac{V_0}{V_{DS}(t_{\text{out50\%}})} \] (2.37)

From (2.28) and (2.34),

\[ t_{\text{out}} = \begin{cases} C \frac{V_0}{g_D m t_{\text{out50\%}} - b + V_{DS}(t_{\text{out50\%}})} & (t_f \text{ slow}) \\ \frac{C}{g_D} \frac{\frac{g_D}{V_t} V_0 - b + V_{DS}(t_{\text{out50\%}})}{V_0} & (t_f \text{ fast}) \end{cases} \] (2.38)

Using (2.29) for \( t_{\text{out50\%}} \) and the fact that, by definition, \( V_{DS}(t_{\text{out50\%}}) = V_0 / 2 \):

\[ t_{\text{out}} = \begin{cases} \frac{1}{m} \frac{V_0}{W \left( g_D \left( m t_{\text{sat}} - b + V_0 \right) - mC e^{\frac{g_D}{V_t} \left( m t_{\text{sat}} - b + V_0 / 2 \right)} - 1 \right) + 1} & (t_f \text{ slow}) \\ \frac{C}{g_D} \frac{\frac{g_D}{V_t} V_0 - b + \frac{1}{2} V_0}{V_0} & (t_f \text{ fast}) \end{cases} \] (2.39)

### 2.5 Comparison to \( \alpha \)-Power Law Model

Table 2.1 gives the simulated delays for a 1.00-μm device discharging a 40-fF load for various input transition times. The technology parameters corresponding to [2.7] are: \( g_G = 1.13 \) mA/V, \( g_D = 0.22 \) mA/V, \( V_T = 0.60 \) V, and \( V_{DS0} = 0.40 \) V. The supply voltage is set to 1.5 V. The first three input transition times meet the condition required to be considered slow. The remaining ones are fast. The simulated delays are clearly very close...
The error is highest when the input transition time is very fast or very slow, for the reasons discussed in Section 2.3. Table 2.1 also shows the delays calculated for the $\alpha$-power law model, using the expression given in [2.1]. The error is higher. The parameters $\alpha$, $V_T$, and $I_D$ are extracted from Figure 2.3 using the method given in [2.1].

Table 2.2 shows that the quasi-linear MOSFET model is still valid for the 90-nm technology described in [2.14]. The technology features strained-silicon devices having a 45-nm gate length. The load is still 40 fF, but the supply voltage is reduced to 1.2 V. The technology parameters are: $g_G = 1.54$ mA/V, $g_D = 0.25$ mA/V, $V_T = 0.50$ V, and $V_{DS0} = 0.40$ V. The error with the quasi-linear device model is still under 5%. The error with the $\alpha$-power law model and the parameters extracted based on Figure 2.4 remains higher.

Table 2.1: Delay versus transition time for a 130-nm device.

<table>
<thead>
<tr>
<th>Input Transition Time (ps)</th>
<th>Simulated Delay (ps)</th>
<th>Quasi-Linear Model (ps)</th>
<th>Error (%)</th>
<th>$\alpha$-Power Law Model (ps)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.0</td>
<td>29.5</td>
<td>28.2</td>
<td>-4.4</td>
<td>26.1</td>
<td>-11.5</td>
</tr>
<tr>
<td>40.0</td>
<td>32.0</td>
<td>30.9</td>
<td>-3.4</td>
<td>28.8</td>
<td>-9.9</td>
</tr>
<tr>
<td>60.0</td>
<td>34.6</td>
<td>33.7</td>
<td>-2.6</td>
<td>31.6</td>
<td>-8.7</td>
</tr>
<tr>
<td>80.0</td>
<td>37.1</td>
<td>36.5</td>
<td>-1.6</td>
<td>34.3</td>
<td>-7.4</td>
</tr>
<tr>
<td>100.0</td>
<td>38.9</td>
<td>38.6</td>
<td>-0.8</td>
<td>37.1</td>
<td>-4.5</td>
</tr>
<tr>
<td>120.0</td>
<td>40.0</td>
<td>40.2</td>
<td>+0.5</td>
<td>39.9</td>
<td>-0.4</td>
</tr>
</tbody>
</table>

Table 2.2: Delay versus transition time for a 90-nm device.

<table>
<thead>
<tr>
<th>Input Transition Time (ps)</th>
<th>Simulated Delay (ps)</th>
<th>Quasi-Linear Model (ps)</th>
<th>Error (%)</th>
<th>$\alpha$-Power Law Model (ps)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.0</td>
<td>24.2</td>
<td>23.1</td>
<td>-4.7</td>
<td>22.1</td>
<td>-8.8</td>
</tr>
<tr>
<td>40.0</td>
<td>27.1</td>
<td>26.3</td>
<td>-2.8</td>
<td>24.9</td>
<td>-8.1</td>
</tr>
<tr>
<td>60.0</td>
<td>30.0</td>
<td>29.7</td>
<td>-1.0</td>
<td>27.7</td>
<td>-7.6</td>
</tr>
<tr>
<td>80.0</td>
<td>32.2</td>
<td>32.5</td>
<td>+0.9</td>
<td>30.5</td>
<td>-5.5</td>
</tr>
<tr>
<td>100.0</td>
<td>33.7</td>
<td>34.7</td>
<td>+2.8</td>
<td>33.3</td>
<td>-1.3</td>
</tr>
<tr>
<td>120.0</td>
<td>34.6</td>
<td>36.3</td>
<td>+5.0</td>
<td>36.1</td>
<td>+4.3</td>
</tr>
</tbody>
</table>

(within 5%) to the ones predicted by the quasi-linear MOSFET model in (2.36). The error is highest when the input transition time is very fast or very slow, for the reasons discussed in Section 2.3. Table 2.1 also shows the delays calculated for the $\alpha$-power law model, using the expression given in [2.1]. The error is higher. The parameters $\alpha$, $V_T$, and $I_D$ are extracted from Figure 2.3 using the method given in [2.1].

Table 2.2 shows that the quasi-linear MOSFET model is still valid for the 90-nm technology described in [2.14]. The technology features strained-silicon devices having a 45-nm gate length. The load is still 40 fF, but the supply voltage is reduced to 1.2 V. The technology parameters are: $g_G = 1.54$ mA/V, $g_D = 0.25$ mA/V, $V_T = 0.50$ V, and $V_{DS0} = 0.40$ V. The error with the quasi-linear device model is still under 5%. The error with the $\alpha$-power law model and the parameters extracted based on Figure 2.4 remains higher.

2.6 Summary

The novel quasi-linear MOSFET model described in this chapter is mathematically simpler than the one proposed by Sakurai and Newton about 15 years ago [2.1]. When the device is in saturation, the new model is more accurate because it does not neglect
channel-length modulation. There, the drain current is modeled as a linear function of the gate-to-source and drain-to-source voltages. The fixed drain-to-source voltage separating the linear and saturation regions of operation also contributes to the model’s mathematical simplicity.

Expressions are derived for the delay required by a 130-nm device to discharge a capacitive load. For typical input transition times, the error with the quasi-linear device model is under 5%. The accuracy of the model is maintained when the experiment is repeated with a 90-nm device.
CHAPTER 3

Power-Efficient Clocking

The tradeoff between the energy required for a computation and the time required to perform it has traditionally been the focus of the low-power circuit design literature. A system can be made faster (up to a limit) if its designer is willing to increase its power consumption. This chapter proposes a model for the relationship between the power consumption and the supply voltage of synchronous digital systems. It also models how the frequency changes when the voltage changes. The general conditions under which the tradeoff between power and performance is optimal are derived. These conditions are then applied to determine how much energy should be allocated for sequencing in these systems, in particular for clock distribution.

3.1 Introduction

The focus of the low-power circuit design literature has traditionally been to improve energy efficiency, usually under some performance constraints, by trying to minimize switching activity and leakage or by optimizing device parameters. In [3.1], Gonzalez and Horowitz argue that for microprocessors, power alone is not a good metric for energy efficiency because it is proportional to clock frequency. Simply reducing the clock speed does reduce power, but does not make the microprocessor better. They point out that the average energy per instruction is a metric that also has problems. Although this metric improves when the supply voltage is lowered or when smaller devices are used (for a given process technology), both of these changes reduce the performance of the microprocessor. They conclude that power and performance must be considered
simultaneously and that the simplest metric that does that is the energy-delay product. The energy efficiency of a microprocessor thus improves when either the performance increases or the power decreases without adversely affecting the other quantity.

In [3.2], Zyuban and Kogge explore architectural tradeoffs for reducing power without compromising performance. They start by keeping track of the events generated during the simulation of instruction traces and by associating an energy dissipation to those events. They then observe that the energy per instruction typically grows exponentially with the number of instructions issued per cycle (IPC). This growth is attributed to speculative execution, where instructions are sometimes executed for nothing and where the number of instructions discarded tends to increase with the issue width. They call a superscalar architecture energy-efficient if its energy-delay product does not grow with increasing architecture performance (i.e. IPC).

The methodology proposed by Zyuban and Kogge to optimize the energy efficiency of superscalar architectures requires a systematic exploration of all possible power-performance tradeoffs. In [3.2], the design space is limited to the size of the instruction issue window, the size of the physical register file, and the size of the load-store issue window. First, a performance target is set. This target is directly related to the average instruction runtime $R$ of the architecture. Then, the optimization variables are manipulated to find the implementation with the lowest energy $E$ for that performance. Finally, another performance target is set and the process is repeated. Each step yields a point representing the lowest possible energy achievable for a given average instruction runtime. That point is optimal in the sense that it minimizes $ER^w$ for some $w$. The resulting power-performance curve represents the set of all energy-efficient implementations for the architecture. Unfortunately, the methodology proposed by Zyuban and Kogge is only practical when the number of optimization variables is relatively small. Increasing the number of variables expands the design space and rapidly increases the time required to perform the optimization. Furthermore, the methodology only deals with architecture variables. Other important optimization variables, most notably the supply voltage, are ignored.
For synchronous digital systems, where the clock is responsible for a large fraction of the power consumed, making the optimal power-performance tradeoff requires the analysis of the overhead associated with sequencing. This overhead includes the skew and the jitter of the clock. It also includes the delay of the sequential elements (e.g. the setup and launch times for flip-flops or the data-to-output delay for latches). The components typically required for sequencing are shown in Figure 3.1. The clock distribution network is one of them.

When designing a synchronous digital system, choosing the right amount of sequencing overhead is non-trivial. It is intrinsically a power-performance tradeoff. For instance, how should the clock inaccuracy targets be set? Should the clock skew between adjacent functional units be 10% of the clock cycle? Or should it be relaxed to 15% to reduce the clock distribution power? Alternatively, maybe the delay of some sequential elements can be improved by making their clocked transistors bigger. If so, should the delay be improved and by how much? The problem addressed here is to define a systematic way
of making these kinds of choices in order to design systems that operate where the power-performance tradeoff is optimal.

In the clock distribution literature, the problem of determining the right amount of skew and jitter is typically ignored [3.3]. Instead, the focus is on meeting certain clock inaccuracy targets while dissipating as little power as possible [3.4] or on meeting certain power targets while minimizing the clock inaccuracy [3.5]. In both cases however, these design targets are set using *ad-hoc* methodologies, which may or may not be energy-efficient.

For sequential elements, a power-delay product minimization strategy is often used to choose the setup and the launch times [3.6]. This approach is reasonable, but it has its limits. It is reasonable because it considers the *local* clock power of the sequential elements. The primary limit of this approach is that it ignores the impact of the sequential elements on the rest of the clock distribution network. In general, the load that the clock distribution network must drive has a significant impact on its structure. Therefore, the load strongly influences the power and clock inaccuracy of the network. The fact that this dependency is ignored is a limit of the power-delay product minimization strategy.

This chapter defines how to make the optimal power-performance tradeoff by expanding the solution first introduced in [3.7]. It proposes a new methodology for choosing the right amount of sequencing overhead in a system from an energy-efficiency standpoint. The concept of hardware intensity, introduced later in [3.8], is based on a similar idea. The new methodology is systematic and general. It can be used to jointly optimize the clock distribution network and the sequential elements. It can even be used to make decisions about the architecture of the system. First, the relationship between supply voltage, clock frequency, and power dissipation is examined. New models are developed and validated. It is argued that reducing the sequencing overhead is equivalent to saving power. The equivalence is applied to derive, for the first time, an expression for the optimal allocation of the energy used for sequencing. Then, based on this optimum, the new methodology to design energy-efficient systems is developed. The methodology ensures that the amount of energy allocated for sequencing is appropriate for the *context*
of each system. In other words, the methodology ensures that the amount of energy allocated for sequencing is appropriate for each system’s frequency and power characteristics.

3.2 Relationship Between Voltage, Power Dissipation, and Frequency

Most CMOS integrated circuits can be classified as either frequency-limited or power-limited. A chip is frequency-limited if its maximum operating frequency is determined by its slowest timing path at the maximum supply voltage allowed. Conversely, a chip is power-limited if it reaches the maximum power dissipation allowed when its supply voltage, its clock frequency at this voltage, or both, are below their upper limit.

From a sequencing energy allocation standpoint, frequency-limited chips are not very interesting. There is no power tradeoff to make: they should simply be made as fast as possible. The power dissipated is unimportant because it does not exceed the budget. Power-limited chips however are more interesting and also more common. They may still be designed for high frequency, but not for high frequency at any price. The rest of this
chapter only considers power-limited chips. Frequency-limited chips are increasingly rare.

The frequency-voltage relationship of a chip is conceptually straightforward to determine empirically. First, the supply voltage is fixed to a certain value. Then, a sequence of test vectors is applied to the chip while its response is monitored. Finally, the frequency of operation is increased until the chip no longer produces the correct response. This is the maximum frequency at that voltage.

Figure 3.2 shows the measured frequency-voltage relationship for the 64-bit SPARC V9 microprocessor [3.9]. The chip is built using a 150-nm technology that has 7 layers of aluminum interconnects. It is designed to operate at 1.0 GHz with a supply voltage of 1.6 V. The temperature is maintained at 60 °C. The measurements indicate that the frequency-versus-voltage curve is monotonic, smooth, and roughly linear. The measurements also indicate a 10% frequency margin at the nominal supply voltage. This chip is power-limited based on the definition given above since its frequency can be increased if the power consumption is allowed to increase.

### 3.2.1 Power Dissipation

The power dissipation $P$ of any microprocessor as a function of the supply voltage $V$ and the operating frequency $f$ can be approximated by:

\[ P = P_d + P_s + P_{\text{leak}} \]  

(3.1)

where:

\[ P_d = C_d V^2 f \]  

(3.2)

\[ P_s = Q_v f \]  

(3.3)

\[ P_{\text{leak}} = I_{\text{leak}} V \]  

(3.4)

The first term of (3.1) is the dynamic power. In (3.2), $C_d$ represents the effective capacitance switched per cycle and is assumed independent of the supply voltage.
The second term of (3.1) is the short-circuit power. In (3.3), \( Q_s \) is the average charge flowing directly from the positive to the negative power rails during a clock period. According to the model proposed in [3.10], \( Q_s \) is proportional to \( V \). With this model, it is convenient to express \( Q_s \) as:

\[
Q_s = C_s V
\]  

(3.5)

where \( C_s \) is a design-dependant constant. \( C_s \) decreases as the average relative capacitance (i.e. fanout) driven by each device increases. \( C_s \) also increases with the average signal transition time.

Equation (3.5) implies that the dynamic power and the short-circuit power have the same behavior: they both increase quadratically with the supply voltage and linearly with the frequency. Mathematically,

\[
P_s + P_d = C_d V^2 f + Q_s V f = (C_d + C_s) V^2 f
\]  

(3.6)

This is confirmed by the data of Table 3.1 where the total power dissipated by a 130-nm ring oscillator is shown. The oscillator is simulated at various voltages. As the voltage increases, its frequency of oscillation and its power consumption both increase. The effective switching capacitance \((C_d + C_s)\) is obtained from the frequency and power data by computing the following ratio: \( P / (V^2 f) \). The effective switching capacitance is almost constant.
Figure 3.3 shows the drain currents of the devices of one of the stages of the oscillator in conjunction with the output voltage of that stage. The short-circuit current is clearly significant during switching. When the output voltage is rising, the short-circuit power is dissipated through the n-device. On the falling edge, the power is dissipated through the p-device.

The behavior predicted by (3.6) is also confirmed by the power measurements taken on the 200-nm G4 microprocessor [3.11]. Figure 3.4 shows that the power increases linearly with frequency. The curves, when extrapolated, do indicate some small residual power.
dissipation when the frequency is zero. This residual power can be attributed in part to the biasing circuitry used for the input-output buffers of the chip. According to [3.12], each buffer can dissipate 429 µW.

The last term of (3.1) is the leakage power. Several mechanisms contribute to this term, including reverse-biased diode junction leakage, gate oxide leakage, and subthreshold leakage [3.13]. It is assumed here that subthreshold leakage dominates. The subthreshold leakage current for an n-device is given by [3.14]:

\[
I_{leak} = \kappa(1-e^{-\eta V_{GS}})e^{\beta(V_{DS}-V_T)}
\]

where \(\kappa\) is a technology and design dependent constant, \(\beta\) is the inverse of the thermal voltage, \(\eta\) is the subthreshold swing coefficient, and \(V_T\) is the threshold voltage. For a device leaking in its cutoff region of operation, \(V_{GS}\) is close to zero and \(V_{DS}\) is close to the supply voltage. The supply voltage itself is always much larger than the thermal voltage. Thus,

\[
I_{leak} = \kappa e^{\frac{\beta}{\eta}V_T}
\]
As the supply voltage increases, the drain-induced barrier lowering (DIBL) effect linearly lowers $V_T$. Thus, it introduces an exponential relationship between $I_{\text{leak}}$ and $V$. However, it is assumed here that the DIBL effect is small and that $I_{\text{leak}}$ is independent of the supply voltage. Consequently, $I_{\text{leak}}$ is treated as a constant in (3.4).

3.2.2 Frequency

To analyze how the frequency of operation is related to the supply voltage, it is useful to consider the logic path limiting the frequency. Let its delay be $D$. Its sequencing overhead $S$ can be written as the sum of the latency $L$ of its sequential elements and the clock inaccuracy $y$:

$$S = L + y$$

(3.9)

For flip-flops, $L$ is the setup time plus the data-to-output delay. It is worth noting that certain skew-tolerant design techniques can partially hide the clock inaccuracy [3.15]. These techniques are very important. They are treated here as a way of making the effective clock inaccuracy smaller. The clock inaccuracy is the sum of the skew and the jitter.
The supply voltage affects $D$ and $S$ in a complicated way. But based on the empirical data shown in Figure 3.2, on the ring oscillator data of Table 3.1, and on the short-channel transistor model proposed in [3.16], it is reasonable to assume a simple linear relationship between $f$ and $V$ when $V$ is near some nominal value $V_0$:

$$f = \frac{1}{D+S} \left( 1 + k \frac{V-V_0}{V_0} \right)$$

(3.10)

In (3.10), $k$ is a unit-less frequency-scaling factor that measures the ease of increasing the clock frequency by increasing the supply voltage. The value of $k$ is defined as the slope of the general frequency-versus-voltage curve of Figure 3.5 at $x = y = 1$. The $x$-axis represents the supply voltage normalized to its nominal value whereas the $y$-axis gives the normalized frequency of the system. With this definition, the relative frequency increase $\Delta f / f_0$ corresponding to a relative voltage increase $\Delta V / V_0$ is $k \times (\Delta V / V_0)$.

It is important to note that in the frequency scaling model defined by (3.10), $D$ and $S$ are independent of $V$. When the supply voltage and the sequencing overhead are nominal, so is the frequency.
The validity of (3.10) is further confirmed by the frequency-versus-voltage relationship measured for the 130-nm Itanium microprocessor [3.17] and shown in Figure 3.6. The nominal supply voltage is 1.3 V. At that point, the value of the frequency-scaling factor $k$ is 0.49. For the SPARC V9 microprocessor of Figure 3.2, the frequency-scaling factor at 1.6 V is 0.80.

3.3 Benefit of Reducing the Sequencing Overhead

Increasing the supply voltage of a chip and reducing its sequencing overhead are two equivalent ways of improving its frequency. In each case, the power dissipation increases. But generally, the power increase associated with a supply voltage increase is greater than the power increase associated with an ideal sequencing overhead reduction. Because of this, the ideal sequencing overhead reduction is equivalent to a power savings at the new frequency.

To quantify this benefit, it is necessary to compare the cost of increasing frequency by increasing the supply voltage to the cost of increasing frequency by reducing the sequencing overhead. The two are generally not equal. For the supply voltage increase $\Delta V$ and the sequencing overhead reduction $\Delta S$ to produce the same given frequency improvement $\Delta f$, the following equality must hold:

$$f(V + \Delta V, S) = f(V, S - \Delta S) = f(V, S) + \Delta f$$

(3.11)

Beyond this point, $f(V, S)$ will be denoted $f$ for conciseness. From (3.10),

$$f(V + \Delta V, S) = \frac{1}{D + S} \left( 1 + k \frac{V + \Delta V - V_0}{V_0} \right)$$

(3.12)

and

$$f(V, S - \Delta S) = \frac{1}{D - S - \Delta S} \left( 1 + k \frac{V - V_0}{V_0} \right)$$

(3.13)

Using (3.12) and (3.13) to solve (3.11) for $\Delta V$ yields:
\[
\Delta V = \frac{V - V_o + V_o/k}{D + S - \Delta S} \Delta S
\]  

(3.14)

Equivalently,

\[
\Delta S = \frac{D + S}{V + \Delta V - V_o + V_o/k} \Delta V
\]  

(3.15)

Also,

\[
\Delta f = \frac{k \Delta V}{D + S} V_o = f \frac{\Delta S}{D + S - \Delta S}
\]  

(3.16)

If the supply voltage is increased, the power dissipated at the new frequency \(f + \Delta f\) is

\[
P(V + \Delta V, S) = (C_d + C_i)(V + \Delta V)^2 (f + \Delta f) + I_{\text{leak}}(V + \Delta V)
\]  

(3.17)

After simplifications,

\[
P(V + \Delta V, S) = P(V, S) + (C_d + C_i)V^2 \Delta f + 2(C_d + C_i)Vf \Delta V + I_{\text{leak}}\Delta V + 2(C_d + C_i)V^2 \Delta f + (C_d + C_i)\Delta V^2 \Delta f
\]  

(3.18)

But if the sequencing overhead is decreased, the power dissipated at the new frequency is

\[
P(V, S - \Delta S) = (C_d + C_i)V^2 (f + \Delta f) + I_{\text{leak}}V
\]  

(3.19)

In (3.19), the sequencing overhead reduction \(\Delta S\) is assumed ideal. This means that the design change reducing the sequencing overhead costs no power besides the one associated with the frequency increase that \(\Delta S\) creates. Equation (3.19) simplifies to:

\[
P(V, S - \Delta S) = P(V, S) + (C_d + C_i)V^2 \Delta f
\]  

(3.20)

In (3.18) and (3.20), the power dissipation increases because the new frequency is higher. However, the voltage is not increased when the sequencing overhead is reduced. Therefore, \(P(V + \Delta V, S)\) is greater than \(P(V, S - \Delta S)\) and the sequencing overhead improvement is equivalent to a savings in power. This can be shown mathematically. The difference is:
\[ \Delta P = P(V + \Delta V, S) - P(V, S - \Delta S) \]  

(3.21)

After simplification, \( \Delta P \) becomes:

\[ \Delta P = 2(C_d + C_s) \frac{V}{f} \Delta V + \Delta I_{\text{leak}} \Delta V + 2(C_d + C_s) V \Delta V \Delta f + (C_d + C_s) \Delta V^2 f + (C_d + C_s) \Delta V^2 \Delta f \]  

(3.22)

From (3.14) and (3.16), \( \Delta V \) and \( \Delta f \) can both be considered a function of \( \Delta S \). Therefore, \( \Delta P \) can be explicitly written as a function of \( \Delta S \):

\[ \Delta P = (2C_d Vf + 2C_s Vf + \Delta I_{\text{leak}}) \frac{V}{k} f(V, S - \Delta S) \Delta S \]

\[ + \frac{C_d + C_s}{D + S} \left( 1 + k \frac{3V - V_a}{V_a} \right) \left( \frac{V_a}{k} \right)^2 f^2(V, S - \Delta S) \Delta S^2 \]

\[ + \frac{C_d + C_s}{D + S} \left( \frac{V_a}{k} \right)^2 f^3(V, S - \Delta S) \Delta S^3 \]  

(3.23)

Since \( \Delta S \) cannot be less than the initial sequencing overhead \( S \), \( f(V, S - \Delta S) \) is always positive. \( \Delta P \) is guaranteed to be positive because by definition \( \Delta S > 0 \). Equation (3.23) quantifies the power savings associated with an ideal sequencing overhead reduction.

The SPARC V9 microprocessor described in [3.9] is useful to illustrate the concept. Given its technology, the leakage power is assumed negligible. A nominal dynamic and short-circuit power dissipation of 80.0 W is reported when the supply voltage is 1.60 V and the frequency is 1105 MHz. The measurements of Figure 3.2 indicate that increasing the supply voltage to 1.70 V increases the frequency to 1135 MHz. This is equivalent to decreasing the clock cycle by 24 ps. This increase in voltage increases the power consumption to:

\[ (80.0 \, \text{W}) \times (1.70 \, \text{V} / 1.60 \, \text{V})^2 \times (1135 \, \text{MHz} / 1105 \, \text{MHz}) = 92.8 \, \text{W} \]

That represents a power increase of 92.8 W – 80.0 W = 12.8 W. If the sequencing overhead for this chip was somehow reduced by 24 ps, the frequency would still be 1135 MHz. But then, the power dissipation would only be:

\[ (80.0 \, \text{W}) \times (1135 \, \text{MHz} / 1105 \, \text{MHz}) = 82.2 \, \text{W} \]

Reducing the sequencing overhead by 24 ps is thus equivalent to a power savings of 92.8 – 82.2 = 10.6 W. This is the benefit of reducing the sequencing overhead.
3.4 Optimal Energy Allocation

The problem of optimally allocating energy for sequencing is conceptually a three-step problem.

1. Define the performance target for the entire system.

2. Determine how much energy should be allocated for sequencing, given the overall system context.

3. Allocate this energy between the various sequencing subsystems to achieve the lowest timing overhead (i.e. the highest frequency).

The first step is intrinsically application-specific. For a microprocessor, it defines the relative importance of minimizing the runtime $R$ versus minimizing the overall system energy $E$ required for the task. There is no universally optimal tradeoff for this. The choice is driven by the usage model of the system.

The second step of defining how much energy should be allocated for sequencing is not arbitrary. It has to be done such that the system performance target is satisfied at the lowest power possible.

The last step, where the energy allocation takes place, is not arbitrary either. If it makes the system exceed its performance target, the unwanted additional performance can be translated into a power savings by adjusting the supply voltage.

3.4.1 Defining the Optimization Problem

The simplest heuristic for resolving the application-specific power-performance tradeoff is to minimize the energy-delay product $ER$, as in [3.1]. However, it is assumed here that the preference is resolved in a more general way by an arbitrary weight $w$ ($w \geq 0$) and that the goal of the optimization problem is to minimize $ER^w$. When $w = 0$, the problem becomes a pure energy minimization problem where the runtime is irrelevant. When $w \rightarrow \infty$, the problem becomes a runtime minimization problem where the energy required for the computation is ignored.
For a microprocessor operating at frequency $f$ and processing an average of $\zeta$ instructions per cycle (IPC), the runtime $R$ of a program having $n$ instructions is:

$$R = \frac{n}{f \zeta}$$

(3.24)

The total number of instructions generally includes some no-operation instructions. These instructions produce dead clock cycles where no work is done. They are needed whenever the microprocessor must wait for the memory to return something, typically when a branch is not predicted correctly or when a new block of data must be fetched. The number of clock cycles spent waiting is a function of the frequency of the microprocessor and of the latency of the memory. Although $n$ is generally a function of $f$, $n$ is treated as a constant here. The number of instructions per cycle $\zeta$ is also considered a constant.

The energy $E$ required to execute the program is:

$$E = PR$$

(3.25)

where $P$ is its average power dissipation during execution, as defined earlier.

From (3.24) and (3.25), $ER^w$ can be expressed as:

$$ER^w = PR^{w+1} = P \left( \frac{n}{f \zeta} \right)^{w+1}$$

(3.26)

Therefore, minimizing the weighted energy-delay product $ER^w$ is equivalent to minimizing $P / f^{w+1}$ because $n$ and $\zeta$ are fixed.

The minimization problem has two independent optimization variables: the supply voltage $V$ and the implementation $\Psi$ of the sequencing circuitry. $\Psi$ affects the total power dissipation $P$ because it defines $C_d, C_s$, and $I_{leak}$:

$$P_\Psi = C_d(\Psi)V^2 f + C_s(\Psi)V^2 f + I_{leak}(\Psi)V$$

(3.27)

The implementation also affects the sequencing overhead and, thus, the frequency:
\[ f = \frac{1}{D + S_\Psi} \left( 1 + k \frac{V - V_0}{V_0} \right) \]  

(3.28)

The notation \( P_\Psi \) and \( S_\Psi \) is used to explicitly indicate that the power dissipation and the sequencing overhead are both a function of \( \Psi \).

In term of the optimization variables, the ratio to minimize \( (P / f^{w+1}) \) can finally be expressed as:

\[
\frac{P}{f^{w+1}} = \frac{C_v(\Psi) + C_s(\Psi)}{f^w} V^2 + \frac{I_{\text{leak}}(\Psi)V}{f^{w+1}}
\]  

(3.29)

3.4.2 Solving the Optimization Problem

Figure 3.7 gives an overview of the strategy used in this section for solving the sequencing energy allocation problem. This strategy was first outlined in [3.7]. The concept of hardware intensity (introduced later in [3.8]) is based on a similar idea. The solution begins with an initial design. The frequency of the design can be improved by decreasing the sequencing overhead (i.e. by changing the implementation) or by increasing the supply voltage. The best choice is the one resulting in the lower power. If the higher frequency is not desired, the supply voltage can be lowered to return to the initial performance while saving power.

The proposed optimal energy allocation solution is based on the marginal benefit (measured in mW / ps) associated with one unit of ideal sequencing overhead reduction \( \Delta S \). Again, a sequencing overhead reduction is said to be ideal if it costs no power besides the power associated with the frequency increase that it creates. The marginal benefit \( B_\Psi \) of that ideal sequencing overhead reduction is defined as the normalized savings in power resulting from it:

\[
B_\Psi = \lim_{\Delta S \to 0} \frac{P_\Psi(V + \Delta V, S_\Psi) - P_\Psi(V, S_\Psi - \Delta S)}{\Delta S}
\]  

(3.30)

The implementation \( \Psi \) is fixed. The first term of the numerator represents the power dissipation for that implementation when the voltage is increased by \( \Delta V \). The second term represents the power dissipation after the ideal sequencing overhead reduction with no
voltage increase. $\Delta V$ and $\Delta S$ must be such that they produce exactly the same frequency improvement. In other words, they must obey (3.14). The subscript $\Psi$ is added to $B$ to explicitly indicate that the benefit of an ideal sequencing overhead reduction is a function of the implementation.

The expression for the numerator is given by $\Delta P$ in (3.23). Substituting into (3.30) yields:

$$B_{\Psi} = \frac{1}{k}(2C_d V_f + 2C_v V_f + I_{loc})V_0 f$$

(3.31)

Given that $\Delta P$ is always positive, $B_{\Psi}$ is always positive.

When the leakage power is small and $V$ is around the nominal supply voltage $V_0$,

$$B_{\Psi} \approx \frac{2P_0 f_0}{k}$$

(3.32)
where \( P_0 \) and \( f_0 \) are the nominal power and frequency corresponding to that voltage.

A design change \( \Delta \Psi \) aimed at reducing the sequencing overhead (and thus increasing the frequency) should be implemented only if its marginal cost is below \( B_\Psi \). The cost \( C \) of the design change \( \Delta \Psi \) applied to the given implementation \( \Psi \) is denoted by \( C_{\Delta \Psi|\Psi} \). The expression for \( C_{\Delta \Psi|\Psi} \) is:

\[
C_{\Delta \Psi|\Psi} = \lim_{\Delta S \to 0} \frac{P_{\Psi+\Delta \Psi}(V, S_{\Psi+\Delta \Psi}) - P_{\Psi}(V, S_{\Psi} - \Delta S)}{\Delta S}
\]  

(3.33)

under the condition that \( S_{\Psi+\Delta \Psi} = S_{\Psi} - \Delta S \).

This condition ensures that the design change \( \Delta \Psi \) produces exactly the same frequency improvement as the ideal sequencing overhead reduction \( \Delta S \) does for implementation \( \Psi \). Therefore,

\[
C_{\Delta \Psi|\Psi} = \lim_{\Delta S \to 0} \frac{P_{\Psi+\Delta \Psi}(V, S_{\Psi} - \Delta S) - P_{\Psi}(V, S_{\Psi} - \Delta S)}{\Delta S}
\]  

(3.34)

\( C_{\Delta \Psi|\Psi} \) includes the change in power due to the higher frequency produced by the design change. It also includes the change in power due to the design change itself (which would have been zero for an ideal design change).

If its marginal cost is above \( B_\Psi \), the change requires too much power. It is cheaper to increase the supply voltage to achieve the same frequency improvement.

Furthermore, a design change \( \Delta \Psi \) should always be implemented if its marginal cost \( C_{\Delta \Psi|\Psi} \) is below \( B_\Psi \), even if the higher frequency is not desired. Although implementing the change costs some power, it increases frequency. But because its marginal cost is below \( B_\Psi \), even more power can be recovered by reducing the supply voltage to return to the initial frequency.

The argument for a design change aimed at reducing power is analogous. Its cost in frequency should not exceed its benefit. If it does not, it should be implemented. For a given system, the sequencing energy allocation is optimal if and only if the marginal cost of any design change \( \Delta \Psi \) aimed at reducing the sequencing overhead or the power dissipation matches the benefit:
\[ B_\Psi = C_{\Delta \Psi \Psi} \]  

(3.35)

From (3.32), it is clear that the frequency-scaling factor \( k \) is one of the key parameters defining the optimal energy allocation point.

**Theorem 2.1:** Any design change \( \Delta \Psi \) is useful at reducing power if \( C_{\Delta \Psi \Psi} < B_\Psi \).

The change is useful at reducing power if, at all supply voltages, the following statement is true:

- If \( \Delta V \) is such that \( f(V, S_{\Psi + \Delta \Psi}) = f(V + \Delta V, S_\Psi) \) then \( P_{\Psi + \Delta \Psi}(V, S_{\Psi + \Delta \Psi}) \) is less than \( P_\Psi(V + \Delta V, S_\Psi) \).

In other words, if a design with the change and a design without the change both operate at same the frequency (but at different voltages), the one with the change will always consume less power.

**Proof:** By definition, \( C_{\Delta \Psi \Psi} < B_\Psi \) implies:

\[
\lim_{\Delta S \to 0} \frac{P_{\Psi + \Delta \Psi}(V, S_{\Psi + \Delta \Psi}) - P_\Psi(V, S_\Psi - \Delta S)}{\Delta S} < \lim_{\Delta S \to 0} \frac{P_\Psi(V + \Delta V, S_\Psi) - P_\Psi(V, S_\Psi - \Delta S)}{\Delta S}
\]

where \( S_{\Psi + \Delta \Psi} = S_\Psi - \Delta S \) and where \( \Delta V \) is such that \( f(V, S_{\Psi + \Delta \Psi}) = f(V + \Delta V, S_\Psi) \). Since both numerators have one term in common,

\[
\lim_{\Delta S \to 0} \frac{P_{\Psi + \Delta \Psi}(V, S_{\Psi + \Delta \Psi})}{\Delta S} < \lim_{\Delta S \to 0} \frac{P_\Psi(V + \Delta V, S_\Psi)}{\Delta S}
\]

Therefore, \( P_{\Psi + \Delta \Psi}(V, S_{\Psi + \Delta \Psi}) < P_\Psi(V + \Delta V, S_\Psi) \).

**Lemma 2.1:** If \( C_{\Delta \Psi \Psi} > B_\Psi \), then the design change increases power at all supply voltages. In other words, if \( C_{\Delta \Psi \Psi} > B_\Psi \) then the following statement is true:

- If \( \Delta V \) is such that \( f(V, S_{\Psi + \Delta \Psi}) = f(V + \Delta V, S_\Psi) \) then \( P_{\Psi + \Delta \Psi}(V, S_{\Psi + \Delta \Psi}) \) is more than \( P_\Psi(V + \Delta V, S_\Psi) \).

**Proof:** Analogous to the proof of Theorem 2.1.

**Theorem 2.2:** Any design change \( \Delta \Psi \) is useful at increasing frequency if \( C_{\Delta \Psi \Psi} < B_\Psi \).
The change is useful at increasing frequency if, at all supply voltages, the following statement is true.

- If $\Delta V$ is such that $P_{\Psi+\Delta \Psi}(V, S_{\Psi+\Delta \Psi}) = P_{\Psi}(V + \Delta V, S_{\Psi})$ then $f(V, S_{\Psi+\Delta \Psi})$ is more than $f(V + \Delta V, S_{\Psi})$.

In other words, if a design with the change and a design without the change both consume the same amount of power (but at different voltages), the one with the change will always be faster.

**Proof:** From Theorem 2.1, if $\Delta v_1$ is such that $f(v, S_{\Psi+\Delta \Psi}) = f(v + \Delta v_1, S_{\Psi})$ then:

$$P_{\Psi+\Delta \Psi}(v, S_{\Psi+\Delta \Psi}) < P_{\Psi}(v + \Delta v_1, S_{\Psi})$$

Let $\Delta v_2$ be the voltage that makes $P_{\Psi+\Delta \Psi}(v + \Delta v_2, S_{\Psi+\Delta \Psi})$ equal to $P_{\Psi}(v + \Delta v_1, S_{\Psi})$. From the fact that $P$ increases monotonically with the supply voltage, $\Delta v_2$ is known to exist and to be greater than zero. Because $f$ is also monotonic with respect to the supply voltage, $f(v + \Delta v_2, S_{\Psi+\Delta \Psi}) > f(v, S_{\Psi+\Delta \Psi})$. From the assumption that $f(v, S_{\Psi+\Delta \Psi}) = f(v + \Delta v_1, S_{\Psi})$, it follows that:

$$f(v + \Delta v_2, S_{\Psi+\Delta \Psi}) > f(v + \Delta v_1, S_{\Psi})$$

Consequently,

$$P_{\Psi+\Delta \Psi}(v + \Delta v_2, S_{\Psi+\Delta \Psi}) = P_{\Psi}(v + \Delta v_1, S_{\Psi}) \implies f(v + \Delta v_2, S_{\Psi+\Delta \Psi}) > f(v + \Delta v_1, S_{\Psi})$$

Let $V = v + \Delta v_2$ and $\Delta V = \Delta v_1 - \Delta v_2$. Then, $v + \Delta v_1 = V + \Delta V$.

$$P_{\Psi+\Delta \Psi}(V, S_{\Psi+\Delta \Psi}) = P_{\Psi}(V + \Delta V, S_{\Psi}) \implies f(V, S_{\Psi+\Delta \Psi}) > f(V + \Delta V, S_{\Psi})$$

This completes the proof.

**Lemma 2.2:** If $C_{\Delta \Psi} > B_\Psi$, then the design change reduces frequency at all supply voltages. In other words, if $C_{\Delta \Psi} > B_\Psi$ then the following statement is true:

- If $\Delta V$ is such that $P_{\Psi+\Delta \Psi}(V, S_{\Psi+\Delta \Psi}) = P_{\Psi}(V + \Delta V, S_{\Psi})$ then $f(V, S_{\Psi+\Delta \Psi})$ is less than $f(V + \Delta V, S_{\Psi})$.

**Proof:** Analogous to the proof of Theorem 2.2.
Theorem 2.3: The weighted energy-delay product $E_{Rw}$ is locally minimum when $C_{\Delta \Psi \Psi} = B_{\Psi}$ for any possible design changes $\Delta \Psi$. Again, minimizing $E_{Rw}$ is equivalent to minimizing $P/f^{w+1}$:

$$
\frac{P}{f^{w+1}} = \frac{C_d(\Psi) + C_s(\Psi)}{f^w} V^2 + \frac{I_{\text{leak}}(\Psi)V}{f^{w+1}}
$$

Proof: If $C_{\Delta \Psi \Psi} < B_{\Psi}$, then, from Theorem 2.1, $P$ can be decreased without changing $f$ by implementing $\Delta \Psi$ and adjusting the supply voltage $V$. Equivalently, from Theorem 2.2, $f$ can be increased without changing $P$ by implementing $\Delta \Psi$. Therefore, if $C_{\Delta \Psi \Psi} < B_{\Psi}$ then $P/f^{w+1}$ can be reduced. In other words, if $C_{\Delta \Psi \Psi} < B_{\Psi}$ then the weighted energy-delay product is non-minimum. From Lemma 2.1, if $C_{\Delta \Psi \Psi} > B_{\Psi}$ then the design change $\Delta \Psi$ increases power at all voltages if the frequency is kept the same. Equivalently, from Lemma 2.2, the change reduces frequency if the power is maintained constant. Consequently, if $C_{\Delta \Psi \Psi} > B_{\Psi}$ then $\Delta \Psi$ makes $P/f^{w+1}$ increase. The ratio $P/f^{w+1}$ (and the weighted energy-delay product) is therefore locally minimum when $C_{\Delta \Psi \Psi} = B_{\Psi}$.

For the SPARC V9 microprocessor considered earlier, allocating more power for clock distribution could hypothetically reduce the sequencing overhead by 24 ps and increase the frequency. This extra power could be used to drive more global clock grid wires for instance. If the additional power does not exceed 10.6 W, then it is cheaper to reduce the sequencing overhead (as opposed to increasing the voltage) to get the frequency increase. The design change should be implemented. If the cost of reducing the sequencing overhead exceeds 10.6 W, increasing the supply voltage costs less and achieves the same result.

3.5 Summary

The analysis of the tradeoff between power and performance is based on two generic power and frequency models.

The first model describes how the dynamic power, the short-circuit power, and the subthreshold leakage power of a synchronous digital system vary with the supply voltage.
Its validity is confirmed by ring oscillator simulations and by measurements taken on a 200-nm G4 microprocessor [3.11].

The frequency scaling model only captures the first-order supply voltage dependence, but can still describe accurately the measurements taken on a 150-nm SPARC V9 microprocessor [3.9] and on a 130-nm Itanium microprocessor [3.17].

The notions of the power-performance cost and benefit are then formally defined. It is mathematically shown that the tradeoff between power and performance is locally optimal if and only if the cost of any design change equals its benefit.
CHAPTER 4
Local Clocking

In high-frequency microprocessors, most of the clock distribution power is due to local clocks [4.1]. So is a significant fraction of the clock inaccuracy [4.2]. Yet, in the literature, the issues related to local clocking are rarely discussed in a quantitative manner [4.3]. This chapter proposes several new models to better understand those issues.

First, this chapter discusses the sequencing overhead associated with flip-flops, which are arguably the most common type of sequential element. A generalized optimal setup time that takes into account clock inaccuracy is defined. The data-dependant clock jitter resulting from the switching activity of sequentials with naked clocks is quantified. Next, local clock buffers (LCBs) are discussed. A model is derived to analyze the properties of the topology used on the 90-nm microprocessor of [4.4] and commonly used elsewhere. The model is applied to better understand how the delay tracks the supply voltage. It shows that the impact of device sizing on tracking is relatively small and that sizing the devices for equal rise and fall delays is not mandatory. The model is also used to analyze the gain of the LCBs. Finally, a non-linear model is proposed for the bandwidth of a clock buffer driving a local interconnect. The non-linearity is required to adequately capture the behavior of the devices. The model is applied to analyze crosstalk jitter and to examine the conditions where clock shielding is advantageous from a power standpoint.

4.1 Overview
Clock distribution networks always include several buffering stages. The first few stages are responsible for global clock distribution. The goal of the global clock distribution
network is to deliver a low skew and low jitter clock to a large number of local clock buffers. The distinction between the global and local portions of the clock distribution network is somewhat arbitrary. The notion of regional clock distribution is sometimes introduced to refer to the intermediate buffering stages located between the global and local clock buffers. Each local clock buffer usually feeds several sequential elements and defines a clock domain. The local clock buffers can typically be disabled to save clock power. The clock control logic decides when certain clock domains are turned on or off. To prevent deadlocks, the clock control logic usually requires some free-running clocks.

4.2 Sequential Elements

4.2.1 Sequencing Overhead

Flip-flops are arguably the most common type of sequential element in high-frequency microprocessors. They are widely used for logic synthesis and in data path designs. The sequencing overhead of a flip-flop includes two components, as shown in Figure 4.1: the delay required for launching the data when the clock switches (i.e. the clock-to-output delay).
delay) and the setup time required to properly sample the data. The clock-to-output delay \( L_0 \) associated with launching a zero is generally different from the delay \( L_1 \) required to launch a one. Similarly, the setup time \( S_0 \) required to correctly sample a zero is usually different from the setup time \( S_1 \) required to sample a one. In a typical structured or random-logic block, the polarity of the critical paths tends to be evenly distributed (between positive and negative) and often changes as the design evolves. For a positive path, the flip-flop delay overhead is:

\[
D_{\text{pos}} = \max(L_0 + S_0, L_1 + S_1)
\]  

(4.1)

For a negative path, the overhead is:

\[
D_{\text{neg}} = \max(L_0 + S_1, L_1 + S_0)
\]  

(4.2)

For a path whose polarity cannot be determined \textit{a priori} (e.g. a path through an xor gate or through the select input of a multiplexer), the overhead is \( D = \max(D_{\text{pos}}, D_{\text{neg}}) \). Substituting the expressions for \( D_{\text{pos}} \) and \( D_{\text{neg}} \) yields:

\[
D = \max(L_0 + S_0, L_1 + S_1, L_0 + S_1, L_1 + S_0)
\]  

(4.3)

Mathematically, this simplifies to:

\[
D = \max(L_0, L_1) + \max(S_0, S_1)
\]  

(4.4)

In other words, the sequencing overhead associated with a general-purpose flip-flop is the worst-case launch time plus the worst-case setup time.

At any given setup time, the clock-to-output delay that matters from a sequencing overhead perspective is always the largest. Thus, at the setup time producing the smallest flip-flop delay, any power dissipated to make one of the launch times faster than the other is wasted because it does not improve the sequencing overhead. It is therefore advantageous to balance the two launch times. In practice, the launch times cannot be balanced for every setup time, even when the output load, the clock transition time, and data transition time are fixed. The importance of balancing is highest around the setup time producing the optimal flip-flop delay, under typical conditions.
4.2.2 Generalized Optimal Setup Time

It is observed in [4.5] that some flip-flops exhibit a desirable property: under certain circumstances, the clock inaccuracy has very little effect on their delay.

Figure 4.2 shows the data-to-output delay of such a flip-flop, the hybrid latch-flip-flop (HLFF) used in [4.6]. The horizontal axis represents the time difference between the data and the clock arrival. A negative value means the data arrives after the clock (the HLFF has a negative setup time). Figure 4.2 has three distinct regions. If the data arrives later than 30 ps after the clock, the HLFF fails. This corresponds to region A. If the data arrives much earlier than the clock, it is blocked. This time spent waiting for the clock effectively makes the data-to-output delay larger. This behavior occurs in region C. It is worth noting that in region B, the data-to-output characteristic is fairly flat. When the data arrives from 10 ps to –30 ps before the clock, the data-to-output delay is almost constant. This flatness has two interpretations. The first is data-centric. It assumes that the delay of the pipeline stage producing the data received by the HLFF exceeds one clock cycle. The flatness of region B allows the extra delay to be passed to the next pipeline stage. In the design community, this is often called transparency or time borrowing. The second interpretation is clock-centric: in the flat region, the clock can move relatively
freely without affecting the data-to-output delay. The size of the flat region defines how much clock inaccuracy can be absorbed.

When there is no clock inaccuracy, the best arrival time for the data is the one minimizing the data-to-output delay \([4.7]\). This arrival time is called the optimal setup time and is widely used in practice. It is referred to here as the traditional optimal setup time.

Determining the best arrival time for the data in the presence of clock inaccuracy is a more general problem. Obviously, it is dangerous to allow data to arrive too close to the failure region. There, a small amount of clock inaccuracy could make the clocked storage element unreliable. A generalized optimal setup time is proposed here for a given worst-case clock inaccuracy \(y\). It is assumed that the launch times \(L_0(S)\) and \(L_1(S)\) of the clocked storage element are known as a function of the setup time \(S\). The proposed definition for the generalized optimal setup time \(\hat{S}_i\) is:

\[
\hat{S}_i = \left\{ S : \left( S + \max_{t \in (-y, y)} L_i(S + t) \right) \text{ is minimum} \right\}
\]  \(4.5\)

where \(i\) is an element of \(\{0, 1\}\).

Equation \((4.5)\) defines an interval around the nominal arrival time of the clock. \(\hat{S}_i\) is selected assuming that the clock can switch at any time during this interval. \(\hat{S}_i\) can be interpreted as the setup time that minimizes the delay through the sequential element for all the clock arrival times possible under a given clock inaccuracy limit. Clearly, when the clock inaccuracy is zero, this generalized optimal setup time becomes equal to the traditional optimal setup time, i.e. the one minimizing: \(S + L_i(S)\). The failure region of Figure 4.2 is implicitly taken into account by \((4.5)\). This is because the delay of a clocked storage element for which the setup constraint is not satisfied is infinite.

In Figure 4.2, the generalized optimal setup time is equal to the traditional optimal time (i.e. \(-10\) ps) when the clock inaccuracy is under 20 ps. Making the data nominally arrive in the middle of the flat region allows the clock to move without affecting the system’s
performance. When the worst-case clock inaccuracy increases to 30 ps, the generalized optimal setup time becomes 0 ps to avoid the failure region.

General-purpose flip-flops are designed once and instantiated a large number of times. The same design is shared by a diverse set of timing paths. Some have a well-known polarity. Others, like the paths going through an xor gate or through the select input of a multiplexer, have a polarity that is \textit{a priori} unknown. Designing a general-purpose flip-flop with a fixed power budget requires minimizing (4.4) to achieve the lowest possible sequencing overhead.

If the data polarity is unknown, the worst-case launch time corresponding to a given setup time \( S \) is \( \max[L_0(S), L_1(S)] \). In the presence of clock inaccuracy, the worst-case launch time \( L_{\text{max}} \) becomes:

\[
L_{\text{max}} = \max_{t \in [-y, y]} [L_0(S + t), L_1(S + t)] \tag{4.6}
\]

The setup time \( \hat{S}_{\text{GP}} \) minimizing the sequencing overhead of a general-purpose flip-flop is the one minimizing \( S + L_{\text{max}} \).

Thus:

\[
\hat{S}_{\text{GP}} = \left\{ S : \left( S + \max_{t \in [-y, y]} [L_0(S + t), L_1(S + t)] \right) \text{ is minimum} \right\} \tag{4.7}
\]

For the timing paths whose polarity is unknown, increasing the power consumption of the flip-flop in order to make one of the setup times better than the other without increasing the worst-case launch time provides no sequencing overhead improvement. Similarly, making one of the launch times better than the other without degrading the setup times offers no advantage. Timing only improves for \textit{some} of the paths having a well-known polarity.

\( \hat{S}_{\text{GP}} \) always minimizes the worst-case sequencing overhead of the timing paths sharing the flip-flop. Furthermore, if most of these paths have an unknown polarity, \( \hat{S}_{\text{GP}} \) closely minimizes the average sequencing overhead of the set.
4.2.3 Data-Dependant Jitter

The capacitance of the clock input of a sequential element is, in general, not constant. It can vary with the internal switching activity of the sequential, which itself varies with the switching activity of the data input. For some sequential topologies, the capacitance variation can be significant. If the capacitance of the clock input increases, the local clock buffer producing that clock slows down. Conversely, the clock speeds up when the capacitance decreases. As a result, the switching activity of the data input can cause clock jitter.

For the sequential element shown in Figure 4.3, the capacitance of the clock input $C_{clock}$ includes the gate-to-drain $C_{GD}$, gate-to-source $C_{GS}$, and gate-to-channel $C_{GC}$ capacitances of the n-device of the transmission gate. It also includes the capacitance of the clock inverter and some interconnect capacitance:

$$C_{clock} = C_{wire} + C_{inv} + C_{GC} + C_{GD} + C_{GS}$$  \hspace{1cm} (4.8)

Because the clock input is not buffered and directly connected to the transmission gate, it is qualified of naked. When the data rises, the drain and the source of the n-device also rise. The effective capacitance of the clock input decreases approximately to:

$$C_{clock} = C_{wire} + C_{inv} + C_{GC}$$  \hspace{1cm} (4.9)

When the data falls, the capacitance of the clock input increases to:
The switching activity of the data signal therefore impacts the capacitance. The variation is approximately:

\[
C_{\text{clock}} = C_{\text{wire}} + C_{\text{inv}} + C_{\text{GC}} + 2(C_{\text{GD}} + C_{\text{GS}})
\]

(4.10)

For a structure like the one shown in Figure 4.3, the transmission gate is typically larger than the clock inverter and the capacitance variation is not negligible.

4.2.4 Impact of Clock Transition Time of Sequencing Overhead

The important performance impact of the transition time of the clock is usually ignored in the clock distribution literature. Faster clocks are produced by larger local clock buffers and require more power. For flip-flops and latches, they tend to degrade the setup time, but improve the launch time. The net effect on the sequencing overhead is shown in Figure 4.4 for a 90-nm flip-flop. At each setup time, the time to launch a one is measured and the sequencing overhead is computed. The minimum of each curve gives the traditional optimal setup time. On average, the sequencing increases by 0.12 ps when the

![Figure 4.4: Impact of clock transition time on sequencing overhead for a flip-flop.](image-url)
clock transition time increases by 1.0 ps. The clock transition time is measured from 0% to 100% of the supply voltage.

4.3 Local Clock Buffers

In high-frequency microprocessors, local clock buffers are typically used for amplification and for clock gating. A local clock buffer usually feeds a relatively small number of sequential elements: about 10 to 100. For static logic, the path from the local clock buffer to the sequential elements often consists of just a local route. For domino logic, the path usually includes additional devices that produce delayed clocks. An ideal local clock buffer introduces no clock inaccuracy, consumes no power, has an infinite gain, and has an infinite bandwidth.

Several local clock buffer topologies have been used for high-frequency microprocessor clocking [4.8]-[4.10]. The simplest and most common is arguably the one shown in Figure 4.5. The nand gate is controlled by an enable signal that is used to prevent the output of the local clock buffer from switching. This topology has been recently used on a 90-nm microprocessor [4.4]. Its properties are analyzed in this section.

4.3.1 Delay Modeling

The impact of device sizing on the delay of the local clock buffer of Figure 4.5 is modeled in this section.

The delay $d$ of a device discharging a capacitive load $C$ is a strong function of the supply voltage $V_0$. It is also a strong function of the transition time $t_T$ of the waveform applied to the input of the device. As shown in Chapter 2,
where $t_{\text{sat}}$ is the time at which the device starts conducting

$$t_{\text{sat}} = \frac{V_T - \frac{g_G}{g_D} (V_0 - V_{DSS})}{V_0} t_f$$  \hspace{1cm} (4.13)$$

and

$$m = \frac{g_G V_0}{g_D t_f}$$

$$b = \frac{g_G}{g_D} V_T + V_{DSS}$$  \hspace{1cm} (4.14)$$

The four remaining parameters ($g_G$, $g_D$, $V_T$, and $V_{DSS}$) characterize the device and are technology-dependant.

In a chain of devices, the transition time and the load are not independent variables. They are closely related because the output load of a device determines the input transition time of the next. Both the transition time and the load are controlled by the size of the devices. To simplify the analysis of the delay of the local clock buffer, it is assumed that there exists an inverter producing approximately the same output current as the nand gate.

From Figure 4.6, the capacitance $C_1$ driven by this hypothetical inverter is:

$$C_1 = c_{\text{diff}} (w_{cn1} + w_{en1} + w_{en2}) + c_{\text{gate}} (w_{p1} + w_{n2}) + C_{\text{wire}}$$  \hspace{1cm} (4.15)$$

where $c_{\text{diff}}$ and $c_{\text{gate}}$ are the unit-width diffusion and gate capacitances and $C_{\text{wire}}$ is the capacitance of the local interconnect between the two inverters. The diffusion capacitance between devices $cn_1$ and $en_1$ does not affect $C_1$.

A simple, but relatively inaccurate, way to analytically compute the equivalent pull-down strength of the inverter is to assume that $w_{cn1}$ and $w_{en1}$ behave like resistors in series.
This results in:

\[
\begin{align*}
\frac{w_{p1}}{w_{cpl}} &= \frac{w_{cpl}}{w_{enl}} \\
\frac{w_{n1}}{w_{enl}} &= \left(\frac{1}{w_{enl}} + \frac{1}{w_{enl}}\right)^{-1}
\end{align*}
\] (4.16)

For the second inverter,

\[
C_2 = c_{diff}(w_{p2} + w_{n2}) + C_{load}
\] (4.17)

where \(C_{load}\) the external load driven by the local clock buffer.

When the input of the clock buffer rises, the delay \(d_{n1}\) to discharge \(C_1\) through \(n_1\) is given by (4.12) with \(C = C_1\) and:

\[
\begin{align*}
g_D &= \frac{w_{enl}}{w_{enl}} g_{G0} \\
g_D &= \frac{w_{enl}}{w_{enl}} g_{D0}
\end{align*}
\] (4.18)

where \(g_{G0}\) is the unit-width gate transconductance and \(g_{D0}\) is the unit-width drain conductance. The output transition time \(t_{tn1}\) is given in Chapter 2 by (2.39):

\[
t_{tn1} = \begin{cases} 
\frac{1}{W} V_0 \left( g_D (m t_{sat} - b + V_0) - m C_1 e^{\frac{g_D}{m C_1} (m t_{sat} - b + V_0)/2} - 1 \right) + 1 & \text{(}t_r\) slow) \\
\frac{C_1 V_0}{g_D \left( \frac{g_D}{m C_1} V_0 - b + \frac{1}{2} V_0 \right)} & \text{(}t_r\) fast)
\end{cases}
\] (4.19)
The second stage charges the output load through $p_2$. For simplicity, it is assumed that all p-devices behave like n-devices with a lower drain current. Under this condition, the delay $d_{p2}$ for the second stage is also given by (4.12) with $t_r = t_{tn1}$, $C = C_2$ and:

\[
g_{o} = \frac{w_{p2}g_{oh}}{\beta}
\]
\[
g_{p} = \frac{w_{p2}g_{ph}}{\beta}
\]

(4.20)

where $\beta$ is the n-device to p-device drain current ratio.

The drain currents reported for the technology described in [4.11] are shown in Table 4.1. They indicate that $\beta = 2.0$. The value of $\beta$ does not change significantly between 0.7 V and 1.4 V, validating the assumption behind (4.20).

The total local clock buffer delay for an input rising transition is therefore:

\[
d_{\text{rise}} = d_{n1}(t_r, C_1) + d_{p2}(t_{tn1}, C_2)
\]

(4.21)

The derivation of the delay for a falling transition is analogous. The result is:

\[
d_{\text{fall}} = d_{p1}(t_r, C_1) + d_{n2}(t_{pn1}, C_2)
\]

(4.22)

Equations (4.21) and (4.22) describe how the behavior of the local clock buffer is affected by the device sizes.

4.3.2 Gain Analysis

The gain of the local clock buffer is defined as the ratio of its output load to its input capacitance. It is an important property because it has a large impact on the load that the global clock distribution network must drive.
The input capacitance for the nand gate of Figure 4.6 is:

\[ C_{in} = c_{gate} (w_{p1} + w_{n1}) + C_{wire} \]  \hspace{1cm} (4.23)

where the input interconnect capacitance of the clock input is assumed equal to the internal interconnect capacitance defined earlier. The gain \( G \) is therefore:

\[ G = \frac{C_{load}}{C_{in}} \]  \hspace{1cm} (4.24)

The gain of a buffer driving a fixed output load can only be improved by reducing its input capacitance. The minimum interconnect capacitance of the input is usually determined by layout constraints such as port placement and accessibility. This capacitance is typically small, but can never be completely eliminated. It is treated here as a constant. The gate capacitance of the nand gate can be reduced however. As it gets smaller, the nand gate gets slower and delay of the LCB increases.

This relationship can be understood quantitatively using the delay model derived in the previous section, with 130-nm technology parameters. The two stages of the local clock buffer are sized for equal rise and fall delays. In other words, the ratios \( w_{p1} / w_{n1} \) and \( w_{p2} / w_{n2} \) are both constrained to the value \( \beta \). The input transition time is fixed at 60 ps.
An output load is selected. A target LCB delay is also selected. Next, the stage ratio $w_{n2} / w_{n1}$ is adjusted to maximize the gain of the LCB. Then, the process is repeated for a new target delay until the optimal gain curve is completely traced for that load.

The results are shown in Figure 4.7 for several output loads. The gain always increases as the target delay increases. But as the devices get smaller, the fixed parasitic interconnect capacitances begin to dominate. Eventually, the gain improvement resulting from a target delay relaxation starts to diminish. This phenomenon is clearly visible when the output load is 20 fF because that load corresponds to the local clock buffer having the smallest devices.

At any given target delay, the gain improves as the output load increases. This is shown in Figure 4.8 for a 50-ps target delay. The optimization makes the unrealistic assumption that the devices have no minimum width. In reality, when the input devices reach their minimum width, the input capacitance ceases to decrease. The gain then begins to degrade even faster as the output load keeps decreasing.

Figure 4.9 shows the actual gain curves for the local clock buffers used in repeater bays on a 90-nm microprocessor. The drive strength is a measure of the size of the output driver and correlates with the output load producing a 60-ps delay. The curves for two topologies are shown. The first topology has three inverters in series and the highest gain. The second topology has also three stages, but the middle inverter is replaced by a nand gate for clock gating. Two layout styles are employed for each topology, one for the horizontal repeater bays and one for the vertical repeater bays. The shape of the actual gain curves roughly resembles the theoretical optimal gain curve. Clearly, the layout style has a significant impact on the gain. It explains the gain drop at large drive strengths, where the local clock buffers no longer fit in a single layout slot and must be split over two slots.

4.3.3 Voltage Tracking

Different local clock buffers have different delay responses to supply voltage variations. Understanding these responses is important to improve supply voltage tracking and
minimize skew. Generally, both the rising and falling output transitions are important. If their delays are different, the local clock buffer will produce an output clock with a distorted duty cycle. This is not necessarily undesirable, in particular for domino logic where non-50% duty cycle clocks are routinely used.
The concept of supply voltage tracking requires the formal definition of frequency loss for the two sequential elements shown in Figure 4.1. For that, the events triggered by the rising edge of the clock need to be examined.

The events involve two clock paths and one data path. Collectively, they are assumed to limit the frequency of operation. The first clock path is called the generating path. It includes the delay of the local clock buffer driving the flip-flop generating the data. The data path includes the flip-flop’s clock-to-output delay and the delay through the combinational logic and interconnects. The second clock path is the sampling path. It includes the delay of the other clock buffer and the delay of the devices clocked inside the receiver. When the supply voltage changes, the delays of the clock and data paths also change. The delay changes are assumed monotonic.

When the supply voltage increases, the delay of the data path improves. In turn, this reduces the cycle time. The cycle time improvement is expected to match or exceed the data delay improvement. If not, the supply voltage increase is said to produce a frequency loss. Conversely, the cycle time is expected to degrade when the supply voltage decreases. However, the degradation should not exceed the delay degradation of the data path.

The generating and sampling clock paths are said to track the supply voltage if changing it never results in a frequency loss.

**Theorem:** A supply voltage change $\Delta V$ produces no frequency loss if and only if the change has the same proportional effect on the delay $d_{\text{data}}$ of the data path and on the delay difference $(d_{\text{gen}} - d_{\text{sam}})$ between the generating and sampling paths.

**Proof:** Initially, the cycle time $T$ is given by $T = d_{\text{gen}} + d_{\text{data}} - d_{\text{sam}}$. If $\Delta V > 0$, then all paths become faster because their delay is monotonic. The delays become $d'_{\text{gen}}$, $d'_{\text{data}}$, and $d'_{\text{sam}}$. The new cycle time is:

$$T' = d'_{\text{gen}} + d'_{\text{data}} - d'_{\text{sam}}$$

(4.25)
To avoid a frequency loss, the cycle time reduction must match or exceed the delay improvement of the data path:

\[
\frac{T'}{T} \leq \frac{d'_{data}}{d_{data}}
\]  

Substituting the expression for \( T \) and \( T' \) and simplifying yields:

\[
d'_{gen} - d'_{sam} \leq \frac{d'_{data}}{d_{data}} (d_{gen} - d_{sam})
\]  

If the supply voltage drops back to initial value, the delays of the generating, data, and sampling paths will return to \( d_{gen}, d_{data}, \) and \( d_{sam} \). With respect to the cycle time at \( \Delta V \), the degradation is \( \frac{T'}{T} \). To avoid a frequency loss, the cycle time increase should not exceed the delay degradation of the data path:

\[
\frac{T}{T'} \leq \frac{d_{data}}{d'_{data}}
\]  

Substituting (4.25) in (4.28) yields:

\[
d'_{gen} - d'_{sam} \geq \frac{d'_{data}}{d_{data}} (d_{gen} - d_{sam})
\]
Equations (4.27) and (4.29) imply that to avoid a frequency loss,

\[ d'_{\text{gen}} - d'_{\text{sam}} = \frac{d'_{\text{data}}}{d_{\text{data}}} (d_{\text{gen}} - d_{\text{sam}}) \]  \hspace{1cm} (4.30)

This concludes the proof.

The supply voltage tracking condition given by (4.30) relates the behavior of the clock paths to the behavior of the data path. If the generating and sampling paths have roughly the same delay (i.e. \(d_{\text{gen}} \approx d_{\text{sam}}\)), the data dependence can be neglected.

**Corollary:** A sufficient condition for voltage tracking is:

\[ \frac{d'_{\text{gen}}}{d_{\text{gen}}} = \frac{d'_{\text{data}}}{d_{\text{data}}} = \frac{d'_{\text{sam}}}{d_{\text{sam}}} \]  \hspace{1cm} (4.31)

**Proof:** Since \(d'_{\text{gen}} = d_{\text{gen}} (d'_{\text{data}} / d_{\text{data}})\) and \(d'_{\text{sam}} = d_{\text{sam}} (d'_{\text{data}} / d_{\text{data}})\), \(d'_{\text{gen}} - d'_{\text{sam}}\) is equal to \(d_{\text{gen}} (d'_{\text{data}} / d_{\text{data}}) - d_{\text{sam}} (d'_{\text{data}} / d_{\text{data}})\) and (4.30) is satisfied.

Figure 4.10 shows the relationship between the delay \(d\) of a device discharging an output load and the supply voltage \(V_0\) for various input transition times. The relationship is based on the device delay model of (4.12). The size of the device is 1.00 µm. The load is 40 fF. The points are simulated and are considered exact. The solid lines are generated using the model. The sensitivity of the delay to the supply voltage increases with the input transition time. When the supply voltage varies by ±100 mV, the simulation results indicate that the delay varies by ±4.0% when the transition time is 20 ps. The delay varies by ±6.3% at 100 ps. Figure 4.11 shows a similar graph for various capacitive loads when the input transition time is fixed to 60 ps. The sensitivity of the delay to the supply voltage increases as the output load decreases. With a load of 20 fF, the sensitivity is ±7.1%. At 60 fF, it is ±4.4%.

Figure 4.10 and Figure 4.11 indicate that the input transition time and the output load have a significant impact on the voltage tracking behavior of the device. They also indicate that the device delay model correlates well with the simulation results.
The delay model of Section 4.3.1 can be used to estimate the voltage tracking behavior of local clock buffers in order to better understand how this behavior is affected by device sizing.

Figure 4.12 shows how the rise and fall delays track the supply voltage when \( \frac{w_{p1}}{w_{n1}} = \frac{w_{p2}}{w_{n2}} = \beta \) and when each stage has a fanout of 4. The input transition time is fixed at 60 ps. The output load is fixed at 40 fF. The rise and fall delay curves are both normalized to the delays at \( V_0 = 1.5 \) V. The model predicts that both transitions scale the same. The simulation results show a minor difference between the two. They also show that the model slightly overestimates the supply voltage sensitivity.

Figure 4.13 shows how the rise and fall delays behave when they are asymmetrical, with \( \frac{w_{p1}}{w_{n1}} = \frac{w_{p2}}{w_{n2}} = \frac{3}{4} \beta \). Each stage still has a fanout of 4. The input transition time and the output load are kept constant. The model predicts that the rise and fall transitions track the supply voltage almost identically. The simulation results correlate well with the model’s predictions. The impact of the \( p \)-to-\( n \) ratio of each stage on the delay-versus-voltage relationship is small. In all cases, the responses shown in Figure 4.12 and Figure 4.13 are nearly identical.
For the same output load, the symmetrical design with $w_{p1} / w_{n1} = w_{p2} / w_{n2} = \beta$ consumes more power because its device capacitance is higher. Its gain is also poorer. For $\beta = 2.0$, the device capacitance difference is $(\beta + 1) / (\frac{1}{4} \beta + 1) = 20\%$. However, the simulation results indicate that its output rising transition time is about 20% faster. As discussed earlier, this improves flip-flop performance. It also results in more clock bandwidth.

Figure 4.14 shows how the asymmetrical design performs when the threshold voltages are skewed in different directions for the p-devices and the n-devices. The rise and fall delays still track the supply voltage reasonably well.

4.4 Device and Local Interconnect Bandwidth Models

The device bandwidth of a local clock buffer is the maximum clock frequency that it can reach when it has no output load. The maximum frequency is limited by the time required to charge or discharge the internal capacitances of the local clock buffer. As discussed in the previous section, these internal capacitances tend to be dominated by the gate and diffusion capacitances of its devices. Consequently, the strategy used for sizing the
devices, in particular the fanout of each device, largely determines the device bandwidth of the buffer.

The notion of interconnect bandwidth is analogous: it is the maximum frequency at which an interconnect can switch. Interconnect bandwidth is traditionally defined as the bandwidth of a first-order linear system [4.12]:

![Figure 4.13: Voltage tracking with each stage having unequal rise and fall delays.](image1)

![Figure 4.14: Voltage tracking with threshold voltage mismatches.](image2)
\[ f_{\text{max}} = \frac{1}{2 \pi R C} \]  

(4.32)

where \( R \) is the resistance and \( C \) is the capacitance of the interconnect. This approach is simple, but it ignores the interconnect driver. This is a problem because the driver, when undersized, can severely limit the maximum frequency at which the interconnect can operate.

In [4.13], Sakurai derives a model for the far-end voltage that attempts to take the behavior of the driver into account. The non-linear driver is modeled as a linear circuit having a resistance \( R_T \). The far end of the interconnect is terminated by a load \( C_T \). Sakurai approximates the step response at the far by:

\[
\left(1 - \epsilon \right) V_0 = V_0 - V_0 \exp\left(-\frac{t}{RC} - 0.1 \frac{R_T C_T}{R C} + \frac{R_T^2}{R^2} + \frac{C_T}{C} + 0.4\right)
\]

(4.33)

where \( V_0 \) is the supply voltage.

From this expression, the time \( t_\epsilon \) required for the far-end voltage to reach \( (1 - \epsilon)V_0 \) is given by:

\[
t_\epsilon = RC \left[0.1 - \log(\epsilon) \left(\frac{R_T C_T}{RC} + \frac{R_T^2}{R^2} + \frac{C_T}{C} + 0.4\right)\right]
\]

(4.34)

Time \( t_\epsilon \) is useful to establish a better definition of interconnect bandwidth. The definition proposed here is based on Figure 4.15 where a square wave is applied to the input of the interconnect driver. The interconnect bandwidth is defined as the highest square wave frequency \( f_{\text{max}} \) at which the far end still swings within \( \epsilon \) of the power rails. If the input square wave rises at time zero, then time \( t_\epsilon \) is the earliest time at which the input can switch again. Assuming that the driver is sized for equal rise and fall delays, the far-end voltage will reach \( (1 - \epsilon)V_0 \) at time \( 2t_\epsilon \). The corresponding bandwidth is therefore \( 1 / (2t_\epsilon) \). It is worth noting that the proposed definition is valid for lumped and distributed interconnect models. The definition allows for loads to be attached at arbitrary points.
along the interconnect. The device bandwidth of the driver is obtained by setting the
interconnect resistance to zero.

Instead of assuming a linear driver, a more accurate expression for $t_e$ and for the
corresponding square-wave bandwidth can be derived based on the device model
proposed in Chapter 2.

4.4.1 Device Bandwidth Derivation

For this derivation, $R = 0$. At time zero, the driver input instantaneously rises from $V_{SS}$ to
$V_{CC}$. Immediately, the p-device turns off and the n-device enters saturation. Although the
p-device supplies no current to the output, it still impacts the bandwidth because its drain
capacitance must be discharged by the n-device. From Figure 4.15, the output voltage
$v_1(t) = v_2(t)$ obeys the following differential equation:

$$Cv_1' + g_D v_2 = -b$$

where $C = C_1 + C_2$ and $b = g_D(V_0 - V_T) - g_DV_{DS0}$. The solution to (4.35) that satisfies
$v_2(0) = V_0$ is:

$$v_2(t) = \left(\frac{b}{g_D} + V_0\right)e^{-\frac{t}{C}} - \frac{b}{g_D}$$

where $V_0 = V_{CC} - V_{SS}$ is the nominal supply voltage.
Eventually, the drain-to-source voltage reaches $V_{DS0}$ and the device enters its linear region of operation. This occurs at time $t_{lin}$, when $v_1(t_{lin}) = V_{DS0}$. Solving for $t_{lin}$ yields:

$$t_{lin} = \frac{C}{g_d} \log \frac{g_{d}V_0 + b}{g_{d}V_{DS0} + b} \quad (4.37)$$

In the linear region of operation, the drain current is given by (2.18). $R_{lin}$ is:

$$R_{lin} = \frac{1}{g_{G}V_0 - V_T} \quad (4.38)$$

After time $t_{lin}$, $v_2$ obeys:

$$R_{lin}Cv'_2 + v_2 = 0 \quad (4.39)$$

The solution that makes $v_2$ and $v'_2$ continuous at $t_{lin}$ is:

$$v_2(t) = V_{DS0}e^{-\frac{1}{R_{lin}C}(t-t_{lin})} \quad (4.40)$$

The output voltage will reach $\varepsilon V_0$ at time $t_c$. Solving for $t_c$ yields:

$$t_c = t_{lin} - R_{lin}C\log \frac{\varepsilon V_0}{V_{DS0}} \quad (4.41)$$

The square-wave device bandwidth $f_{max}$ for the n-device is $1 / (2t_c)$. The result, after substituting the expressions for $t_{lin}$ and $R_{lin}$ derived earlier, is:

$$f_{max} = \left(\frac{2C}{g_d} \log \left(\frac{g_{d}V_0 - V_{DS0} + 1}{g_{d}(V_0 - V_T)} + 1\right) - \frac{2C}{g_{G}V_{DS0} - V_T} \log \frac{\varepsilon V_0}{V_{DS0}}\right)^{-1} \quad (4.42)$$

The derivation for the p-device is analogous. The device bandwidth associated with the driver is limited by the device having the lowest bandwidth.

### 4.4.2 Interconnect Bandwidth Derivation

Like before, the driver input instantaneously rises from $V_{SS}$ to $V_{CC}$ at time zero. From Figure 4.15, the far-end voltage obeys the following differential equation:

$$k_2v''_2 + k_1v'_2 - g_{d}v_2 = b \quad (4.43)$$
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where $k_2 = -RC_1C_2$, $k_1 = -g_DRC_2 - C_1 - C_2$, and $b = g_G(V_0 - V_T) - g_DV_{DS0}$. The initial conditions are $v_2(0) = V_0$ and $v_2'(0) = 0$, where $V_0 = V_{CC} - V_{SS}$ is the nominal supply voltage. The solution to (4.43) is:

$$v_2(t) = p_1e^{-\tau_1t} + p_2e^{-\tau_2t} - \frac{b}{g_D}$$

(4.44)

where $\tau_i = (d_i + k_1) / (2k_2)$, $d_i = (-1)^{i+1} (k_1^2 + 4g_Dk_2)^{\frac{1}{2}}$, and

$$p_i = \frac{d_i - k_i}{2g_Dd_i}(g_DV_0 + b)$$

(4.45)

Since $-\tau_1$ and $|p_1|$ are typically much larger than $-\tau_2$ and $|p_2|$, $v_2(t) \approx p_1e^{-\tau_1t} - \frac{b}{g_D}$

(4.46)

Eventually, $V_{DS}$ reaches $V_{DS0}$ and the device enters its linear region of operation. This occurs at time $t_{lin}$, when $v_1(t_{lin}) = V_{DS0}$. From Figure 4.15, $v_1(t) = v_2(t) + RC_2v_2'(t)$:

$$v_1(t) = p_1(1-RC_2\tau_1)e^{-\tau_1t} + p_2(1-RC_2\tau_2)e^{-\tau_2t} - \frac{b}{g_D} \approx p_1(1-RC_2\tau_1)e^{-\tau_1t} - \frac{b}{g_D}$$

(4.47)

Solving for $t_{lin}$ yields:

$$t_{lin} = \frac{1}{\tau_1} \log \left( g_Dp_1 \frac{1-RC_2\tau_1}{g_DV_{DS0} + b} \right)$$

(4.48)

In the linear region of operation, the drain current is given by (2.18). $R_{lin}$ is:

$$R_{lin} = \frac{1}{g_G} \frac{V_{DS0}}{V_0 - V_T}$$

(4.49)

After time $t_{lin}$, $v_2$ obeys:

$$R_{lin}k_3v_2' - k_3v_2' - v_2 = 0$$

(4.50)

where $k_3 = RC_2 + R_{lin}(C_1 + C_2)$. The solution that makes $v_2$ and $v_2'$ continuous at $t_{lin}$ is:

$$v_2(t) = q_1e^{\frac{k_3-v_2'}{k_3-v_2}(t-t_{lin})} + q_2e^{\frac{k_3-v_2}{k_3-v_2}(t-t_{lin})}$$

(4.51)
where \( \delta_i = (-1)^{i+1} \left(k_3^2 + 4 R_{lin} k_2^2\right)^{\frac{1}{2}} \) and
\[
q_i = \frac{\delta_i + k_3}{2 \delta_i} v_2(t_{lin}) - \frac{k_3 R_{lin}}{\delta_i} v'_2(t_{lin})
\] (4.52)

Since the first term of (4.51) typically dominates, the far-end voltage can be approximated as follows:
\[
v_2(t) \approx q_i e^{2 k_3 R_{lin} t_{lin}}
\] (4.53)

In (4.52), \( q_i \) is defined in terms of \( v_2(t_{lin}) \) and \( v'_2(t_{lin}) \). Equation (4.44) gives the expression for \( v_2(t_{lin}) \):
\[
v_2(t_{lin}) = p_1 e^{-\tau_1 t_{lin}} + p_2 e^{-\tau_2 t_{lin}} - \frac{b}{g_D} \approx p_1 e^{-\tau_1 t_{lin}} - \frac{b}{g_D}
\] (4.54)

Taking the derivative yields \( v'_2(t_{lin}) \):
\[
v'_2(t_{lin}) = -\tau_1 p_1 e^{-\tau_1 t_{lin}} - \tau_2 p_2 e^{-\tau_2 t_{lin}} \approx -\tau_1 p_1 e^{-\tau_1 t_{lin}}
\] (4.55)

The far-end voltage will reach \( \epsilon V_0 \) at time \( t_\epsilon \). Solving for \( t_\epsilon \) yields:
\[
t_\epsilon = t_{lin} + \frac{2 k_3 R_{lin} \log \frac{\epsilon V_0}{q_i}}{k_3 - \delta_i}
\] (4.56)

The square-wave bandwidth \( f_{max} \) of the interconnect is therefore \( 1 / (2 t_\epsilon) \):
\[
f_{max} = \frac{1}{2} \left( t_{lin} + \frac{2 k_3 R_{lin} \log \frac{\epsilon V_0}{q_i}}{k_3 - \delta_i} \right)^{-1}
\] (4.57)

4.4.3 Validation and Examples

The mathematical structure of \( v_2(t) \) is shown in Figure 4.16. The first part of the solution is given by (4.44) while the second is given by (4.51). The solid lines represent the exact solutions. The dotted lines represent the approximate solutions that were used to define \( t_\epsilon \).

The device enters its linear region of operation at \( t_{lin} \approx 95 \) ps when the near-end voltage (not shown) is equal to \( V_{DS0} \). The exact and the approximate solutions for part 1 are almost identical, except at time zero where the approximate solution does not satisfy the
boundary conditions $v_2(0) = V_0$ and $v_2'(0) = 0$. For $t_0$, this initial inaccuracy is irrelevant. Only the voltage at time $t_{lin}$ matters. The exact and approximate solutions for part 2 are very different before $t_{lin}$, but quickly converge afterwards. They are indistinguishable at time $t_0$.

Figure 4.17 shows how the square-wave bandwidth of a metal-5 copper interconnect is affected by the size of its driver. Its length is 2400 µm. The width and spacing are both 0.70 µm or 1.25 times the minimum. The thickness is 0.90 µm. The corresponding interconnect resistance and capacitance are $40.5 \, \Omega/mm$ and $225.7 \, fF/mm$, respectively. $\varepsilon$ is set to 1%. The curve is plotted using the $f_{max}$ equation. The points represent the simulated bandwidth and are considered exact. The lumped model of Figure 4.15 is used for the wire during simulation. Clearly, the model is in agreement with the simulation results.

The relationship between the length of the interconnect and its bandwidth is shown in Figure 4.18. Again, the model closely matches the simulation results. The bandwidth
rapidly decreases as the length increases. The n-device of the driver is fixed at 20 µm. ε is still 1%.

The impact of ε on the bandwidth is shown in Figure 4.19. Increasing the allowed voltage offset significantly increases the bandwidth. When ε is zero, so is \( f_{max} \). Because it delays exponentially, the far-end voltage takes an infinite amount of time to reach zero.
Finally, Figure 4.20 quantifies the effect of load distribution on interconnect bandwidth when the entire load is placed at the near end, when the entire load is placed at the far end, and when the load is distributed evenly. Placing the load at the far end greatly diminished the bandwidth.
The interconnect bandwidth given by (4.57) is derived assuming the lumped interconnect model of Figure 4.15, instead of a distributed one.

The error introduced by this approximation is analyzed in [4.14]. The interconnect driver is modeled as a linear circuit having a resistance \( R_T \). The far end is terminated by a load \( C_T \). It is shown that the error with a 3-step \( \pi \) ladder model is highest when \( R_T \) and \( C_T \) are both zero. For the 90% response time, the error reaches 2.3%.

When a single ladder step is used, Figure 4.21 shows that the error can reach 8.4% for the 50% response time. Again, the maximum error occurs when \( R_T \) and \( C_T \) are both zero. The error decreases rapidly when \( R_T \) or \( C_T \) increase.

Table 4.2 shows the bandwidth error associated with the 1-step \( \pi \) ladder approximation when the driver is represented using the quasi-linear MOSFET model instead of a simple resistor. With the lumped interconnect model, the bandwidth is underestimated by up to 8.9%. The accuracy of the 1-step \( \pi \) ladder approximation can be improved by allowing the interconnect capacitance to be split unevenly between \( C_1 \) and \( C_2 \) [4.15].
4.5  Crosstalk Jitter

Local clock interconnects are often (but not always) shielded to reduce cross-coupling jitter. Complete shielding of every interconnect segment is not necessarily desirable. The reason is that it tends to be excessively costly in terms of metal usage and possibly power. A region where vertical metal congestion is aggravated by complete shielding is shown in Figure 4.22. This section derives a model to quantify the impact of crosstalk on jitter in order to better understand when shielding is appropriate.

### 4.5.1 Derivation

The model is based on the derivation of the square-wave bandwidth expression of Section 4.4. First, expressions for the 50% delay at the far-end of the interconnect are derived. Then, the timing impact of an attacker switching at the same time as the clock is quantified using the methodology described in [4.16]. For simplicity, the proposed jitter model assumes that the input transition time of the interconnect driver is infinitely fast. The error introduced by this assumption is small, as discussed later.

If the interconnect resistance is sufficiently low, the far-end voltage can reach its 50% point while the driver is still in saturation. When this is the case, \( v_2(t) \) is given by (4.44):

\[
v_2(t) \approx \frac{b}{g_D} \exp(-\tau t) - \frac{b}{g_D}
\]  

(4.58)
The 50% delay $d_{sat}$ is obtained by solving $v_2(t) = 50\% \times V_0$. The result is:

$$d_{sat} = \frac{1}{\tau_1} \log \left( \frac{2g_p p_1}{g_p V_0 + 2b} \right)$$

(4.59)

The subscript emphasizes the saturation assumption.

It is also possible for the far-end voltage to reach its 50% point after time $t_{lin}$. Then, from (4.51),

$$v_2(t) \approx q_i e^{\frac{k_3 - \delta_1}{k_3 - \delta_1}}$$

(4.60)

Solving for the 50% point when the driver is in its linear region of operation yields:

$$d_{lin} = t_{lin} + \frac{2k_2 R_{lin}}{k_3 - \delta_1} \log \left( \frac{V_0}{2q_i} \right)$$

(4.61)

It is important to keep in mind that $d_{sat}$ and $d_{lin}$ are functions of $C_1$ and $C_2$ and that $d_{lin}$ must be greater than $t_{lin}$ to be valid.
$C_1$ and $C_2$ can be adjusted to model several sources of capacitance like the line-to-ground capacitance $C_{LG}$, the line-to-line capacitance $C_{LL}$, and the capacitance of the devices receiving the clock. $C_1$ can also include the diffusion capacitance of the driver.

If the clock net is not fully shielded, then its delay will change (increase or decrease) when attacked by its parallel neighbors. This delay variation is traditionally estimated by appropriately scaling the line-to-line capacitance and treating it as if it was grounded [4.17]. If the clock and an attacker are switching in opposite directions, the coupling capacitance is multiplied by two. If both are switching in the same direction, the coupling capacitance is set to zero. $C_1$ and $C_2$ can therefore be expressed as follows:

$$C_1 = C_{NE} + \frac{1}{2} C_{LG} + \alpha C_{LL}$$
$$C_2 = C_{FE} + \frac{1}{2} C_{LG} + \alpha C_{LL}$$

(4.62)

where the near-end capacitance $C_{NE}$ includes the diffusion capacitance of the driver and the near-end loads, the far-end capacitance $C_{FE}$ includes the far-end loads, and $\alpha$ is the switch factor used to scale the line-to-line capacitance based on the behavior of the attackers. When the neighbors on both sides of the clock are quiet, $\alpha = 1$ and the total wire capacitance is $C_{LG} + 2C_{LL}$.

The far-end delay $d_{50\%}$ is therefore an implicit function of the switch factor $\alpha$:

$$d_{50\%}(\alpha) = \begin{cases} d_{sat} & (d_{sat} \leq t_{lin}) \\ d_{lin} & (d_{sat} \geq t_{lin}) \end{cases}$$

(4.63)

The crosstalk jitter $g$ is the change in delay resulting from the activity of the attackers and is modeled as:

$$g = d_{50\%}(\alpha_{max}) - d_{50\%}(\alpha_{min})$$

(4.64)

As pointed out in [4.16], the delay with $\alpha = 0$ is not guaranteed to be the fastest. Similarly, the delay with $\alpha = 2$ is not guaranteed to be the slowest. When the attacker switches much faster than the victim, using –1 and 3 better reflects the worst-case variation. However, since the clock usually switches relatively fast, it is assumed here
that using $\alpha_{\text{min}} = 0$ and $\alpha_{\text{max}} = 2$ for the switch factor yields a realistic worst-case variation.

4.5.2 Validation

Figure 4.23 shows the delay curves $d_{50\%}(\alpha)$ corresponding to a local clock interconnect typical for a 130-nm technology [4.11]. The size of the n-device of the driver is varied. The net uses the metal-3 layer. It is unshielded and minimum-pitch. Its width and spacing are both 224 nm while its thickness is 360 nm. The length is 200 $\mu$m. The total device load is 100 fF ($C_{NE} = C_{FE} = 50$ fF). The crosstalk jitter is the difference between the curves corresponding to $\alpha = 0$ and $\alpha = 2$. The points are simulated and are considered exact. Clearly, they are in good agreement with the delay curves.

The jitter model is derived assuming a step-input for the interconnect driver, which is a priori unrealistic. Nevertheless, Figure 4.24 shows that the model is still reasonably accurate when a 50-ps input ramp is used instead. The slower input rise time increases the delay of the driver, but the increase tends to be relatively independent of $\alpha$. The error increases with the input transition time. In practice, the fact that the clocks tend to be the signals with the fastest transition times helps keep the model accurate.
4.6 Shielding, Performance, and Power

The jitter model can be used to quantify the clock inaccuracy reduction that shielding can provide. It can also be used to analyze the power-performance tradeoff of removing existing shields to have more interconnect spacing.

4.6.1 Capacitance Modeling

As shown in Figure 4.25, \( C_{LG} \) and \( C_{LL} \) are determined by the thickness \( T \), the width \( W \), the spacing \( S \), the interlayer dielectric (ILD) thickness \( H \), and the length \( L \) of the interconnect. According to the curve-fitted numerical simulation results presented in [4.18], the line-to-ground capacitance is

\[
\frac{C_{LG}}{ke_0L} = \frac{2W}{H} + 4.080 \times \left( \frac{T}{T + 4.531 \times H} \right)^{0.071} \left( \frac{S}{S + 0.536 \times H} \right)^{1.773}
\]  

(4.65)

and the line-to-line capacitance is

\[
\frac{C_{LL}}{ke_0L} = 1.412 \times \frac{T}{S} e^{-\frac{4S}{5 + 0.014 \times H}} + 2.370 \times \frac{2S}{5 + 0.014 \times H} \left( \frac{W}{W + 0.308 \times S} \right)^{0.257} \left( \frac{H}{H + 8.961 \times S} \right)^{0.757}
\]  

(4.66)
where \( \varepsilon_0 = 8.854 \times 10^{-3} \, \text{fF/\mu m} \) and \( k \) is the relative permittivity of the ILD. For silicon dioxide, \( k = 3.9 \). \( T \) and \( W \) are assumed to take into account the metal liner thickness.

The ground planes of Figure 4.25 are an accurate model for the interlayer capacitance provided that the metal density of the layers they represent exceeds 33% [4.17].

Figure 4.26 shows how the capacitance components of the M3 wire discussed earlier (\( W = 224 \, \text{nm} \), \( T = 360 \, \text{nm} \), \( L = 200 \, \mu \text{m} \)) vary when the spacing is increased. The line-to-line capacitance initially decreases very rapidly as the spacing increases. The additional spacing progressively diverts the electric field away from the adjacent lines to the upper and lower ground planes. This, in turn, increases the line-to-ground capacitance.

### 4.6.2 Jitter Versus Spacing and Shielding

Figure 4.27 shows how the clock jitter gets smaller as the spacing increases for the metal-3 interconnect (\( W = 224 \, \text{nm} \), \( T = 360 \, \text{nm} \), and \( L = 200 \, \mu \text{m} \)). The size of the driver is 6.0 \( \mu \text{m} \). Furthermore, \( C_{NE} = C_{FE} = 50 \, \text{fF} \). When the spacing is minimum and the clock interconnect is unshielded, the jitter is 7.4 ps. Doubling the space cuts the jitter in more than half, to 3.1 ps. Although the additional spacing stops reducing the total capacitance
beyond a certain point (at about twice the minimum spacing, according to Figure 4.26), it continues to reduces the line-to-line capacitance and thus the jitter.

A fully shielded wire at minimum pitch occupies the same area (i.e. 3 tracks) as an unshielded wire at 3 times the minimum space. The difference in jitter is 1.7 ps. The difference in capacitance (which translates to a difference in power) is 14.9 fF. Removing
one of the shields and centering the clock wire makes the spacing twice the minimum. Compared to the fully-shielded clock where the spacing is minimal, this reduces the capacitance by 12.3 fF and makes the jitter 3.1 ps.

With half shielding, the spacing between the clock and the shield does not have to equal the spacing between the clock and its switching neighbor. Moving the clock closer to the shield makes the spacing asymmetrical and can further reduce jitter.

The cost in power of choosing the fully shield all the clocks instead of making the space 3 times the minimum is easy to estimate. For an hypothetical 1.2-V chip running at 5.0 GHz with parameters roughly similar to the one described in [4.4], the cost is: $CV^2f = 14.9 \ \text{fF} \times (1.2 \ \text{V})^2 \times 5.0 \ \text{GHz} = 107 \ \mu\text{W} \ \text{per clock}$. If the chip has 20000 clock wires, the cost is $20000 \times 107 \ \mu\text{W} = 2.14 \ \text{W}$ for a 1.7-ps clock inaccuracy improvement. Depending on the frequency-versus-voltage relationship of the chip, removing the shields may or may not be advantageous, as discussed in Chapter 2.

4.7 Summary

For flip-flops, the setup time required for capturing a zero is generally different from the setup time for capturing a one. So are the times required for launching a zero and a one. For paths whose polarity cannot be determined \textit{a priori}, the sequencing overhead is the worst-case setup time plus the worst-case launch time. The optimal setup time is traditionally defined as the setup time minimizing the sequencing overhead. The generalized definition proposed in Section 4.2 minimizes the sequencing overhead under all possible clock arrival times. Unlike the traditional definition, the generalized one accounts for flip-flop transparency and for clock inaccuracy. A model for the data-dependant clock jitter resulting from the switching activity of sequentials with naked clocks is proposed. It is shown that the impact of the clock transition time on the sequencing overhead is significant.

Section 4.3 derived a model to analyze the properties of the local clock buffers used in [4.4]. The model is applied to better understand how the delay tracks the supply voltage.
It shows that the impact of device sizing on tracking is relatively small and that sizing the devices for equal rise and fall delays is not mandatory. The model is also used to analyze the gain of the local clock buffer. It quantifies the relationship between gain and delay. It shows that local clock buffers driving small loads can suffer a significant gain loss due to the parasitic wire capacitance of their internal nodes.

Finally, a non-linear model is proposed for the bandwidth of a local clock buffer driving a local interconnect. The non-linearity is required to adequately capture the behavior of the devices. The model is used to analyze crosstalk jitter and to examine the conditions where clock shielding is advantageous from a power standpoint. A typical 130-nm local clock interconnect is analyzed, with and without shielding. The results show that the crosstalk jitter increases by 1.7 ps when the shields are removed to save power.
CHAPTER 5

Global Clocking

The subject of this chapter is global clocking. First, the power required for global clock distribution is discussed. It is shown to be fairly small, but not negligible. Then, the impact of the placement of the loads that the global clock distribution network must drive is studied quantitatively. Like in [5.1], the analysis uses minimum rectilinear Steiner trees (MRSTs) to connect randomly placed loads. Here, however, the MRSTs are constructed using an exact algorithm (instead of heuristics) and are applied, for the first time, to examine three specific structures often used for global clocking: a full grid, a partial grid, and an H-tree. It is shown that when the number of loads is very small, the fixed interconnect cost associated with a full or partial clock grid makes H-trees a better choice for minimizing power. However, as the number of loads increases, the difference between the three structures is found to practically vanish. It is also shown that the dispersion of the loads significantly impacts the total length of the wires required to connect them, and therefore, the power required for global clock distribution.

Next, several skew and jitter compensation strategies are reviewed and analyzed in terms of architecture, power dissipation, clock inaccuracy, and ease of implementation. Their compatibility with established design-for-testability (DFT) and design-for-debugability (DFD) techniques is also evaluated.

The last section discusses interconnect noise. Interconnect noise has traditionally been, and continues to be, a significant issue for global clock distribution as well as for skew and jitter compensation. All require sending signals over long distances and across multilevel interconnect structures. In these structures, the interconnect layers are
practically always perpendicular to each other. Due to the capacitive coupling between adjacent layers, the switching activity in one layer produces noise in the others. Nevertheless, interlevel coupling noise is typically ignored and the orthogonal layers are assumed to behave as quiet metal planes. The problem is that the error due to this assumption is unclear, which significantly complicates clock jitter estimation. The last section examines and tests, for the first time, the limits of the quiet metal plane assumption. It analyses the capacitive interlevel coupling noise present at the far end of a victim line when a large number of perpendicular attackers are randomly switching. Each attacker is modeled as a Markov chain and the victim is modeled as a resistance-inductance-capacitance (RLC) transmission line. The result is a novel closed-form expression for the power spectral density of the interlevel coupling noise. The expression is used to rigorously show that the assumption is then statistically very good.

5.1 Introduction

The role of the clock distribution network is to take a reference clock signal and distribute it to a very large number of receivers scattered spatially. The input of the global clock distribution network is usually driven by a PLL. Consequently, its capacitance is required to be very small. On the other hand, the total capacitance for the receivers is typically very large because there are so many of them. The reference clock, in addition to being distributed, must therefore be amplified by several orders of magnitude. This
amplification process occurs in the current domain and does not alter the amplitude of the clock voltage waveform. The process can be also be analyzed in the power domain.

It is argued in [5.2] that, for microprocessors, the power required for global clock distribution is typically a fairly small fraction of the total power. This is verified in Figure 5.1 for a 130-nm microprocessor optimized for mobile applications, where only 13% of the dynamic power is used for global clocking [5.3]. After reaching the input of the local clock buffers, the clock no longer needs to be distributed over long distances. Local interconnects are used for routing to the sequentials. The primary function of the local clock buffers is to amplify the signal to drive the load presented by the sequential elements.

5.1.1 Distribution Versus Amplification

Figure 5.2 shows part of a 15-stage H-tree feeding a set of loads that are uniformly distributed over a 16-by-16 mm² die. The first stage, labeled $S_0$, drives the second stage
inverters labeled $S_1$, which are themselves driving the $S_3$ inverters, and so on. The separation distance between successive stages is 1000 µm. Each additional inversion serves to further distribute and amplify the clock.

It is convenient to think of the distribution process as the spreading or scattering of a fixed number of clock reference nodes across the die. The result of this scattering is a
reduction, for each load, of the average distance to the nearest clock node. At the same time, the amplification process can be seen as a process that increases the number of clock nodes through replication.

Figure 5.3 shows the simulated power breakdown for each stage of the H-tree. It is clear that stages 0 to 8 require very little power. Together, they account for only 9.5% of the total H-tree power. About two thirds of the H-tree power is consumed by the last two stages: 20.1% for \( S_{13} \) and 48.1% for \( S_{14} \). The power of the clock signal is amplified by several orders of magnitude as it travels through the clock distribution network and as the number of clock nodes is multiplied from 1 for \( S_0 \) to 64 for \( S_{14} \).

Figure 5.4 shows how the average distance separating each load from the nearest clock node decreases as additional stages are added to the H-tree. The average distance is computed analytically from the topology of the H-tree, assuming that the loads are uniformly distributed. When only \( S_0 \) is present, the average distance is 8 mm. It takes 8 additional stages to cut in half the average distance, but very little power.

The overall efficiency of the amplification process can be measured by normalizing the clock power delivered to the sequentials to the total power used for clocking. The
amplification efficiency corresponding to the microprocessor described by Figure 5.1 is thus $29\% / 42\% = 69\%$. The amplification efficiency can never exceed 100%.

5.1.2 Design for Debugability and Design for Testability Requirements

As discussed in [5.4], a few basic features are required to support conventional design for testability (DFT) and design for debugability (DFD) techniques. The first is the ability to bypass the clock normally delivered to the sequential elements. If the PLL does not work properly, the distribution network must be able to deliver a low-frequency clock generated externally.

The clock distribution network must also be able to adjust the timing of the clock delivered to the sequential elements. This includes the ability to stretch or shrink a phase of the clock during a particular cycle. It also includes the ability to move the edges of the clock delivered to certain groups of sequentials. Controlling the clock helps debug and characterize the timing of critical circuit [5.5], [5.6].

5.2 Impact of Load Placement on Power

In general, global clock distribution requires driving a large number of widely scattered loads. This section analyses the impact of the placement of these loads on the interconnect length required for global clock distribution.

Figure 5.5 shows the input capacitance of the 3-stage local clock buffer (LCB) used on a 90-nm microprocessor. The input capacitance changes with the drive strength of the LCB.
(i.e. with the number of standard loads it can drive). This LCB is constructed with an inverter, a nand gate to stop the clock, and an output inverter. Because of its high gain, its input capacitance is a weak function of the drive strength. When the drive strength is average, the input capacitance is 2.6 fF. Changing the drive strength to the minimum or the maximum perturbs the input capacitance by at most 1.3 fF. In the 90-nm technology used for this microprocessor, 1.3 fF is equivalent to about 6.5 µm of routing. This roughly corresponds the metal-1 length required to connect the devices forming the input stage of the LCB, a negligible amount of interconnect. Clearly, when the gain is high, the drive strength variations of the LCBs have little impact on the load that the global clock distribution network must drive. Then, the global clock power needed to drive the LCBs is primarily determined by the number of LCBs and by the total wire length required to connect them. The size of the LCBs has little impact.

Minimal rectilinear Steiner trees (MRSTs) are useful to analyze the total wire length required to connect a set of placed local clock buffers. An MRST is a tree constructed using Manhattan routing and connecting a given set of terminals with the shortest total interconnect length. The problem of determining an MRST is NP-hard [5.7] and the solution may not be unique. For a given global clock distribution network, an MRST can
be constructed to derive a lower bound for the length of interconnect required to drive all the loads. In this chapter, the MRSTs are constructed using an exact algorithm [5.8].

The three global clock distribution structures shown in Figure 5.6 are considered here. The first structure is a complete grid constructed using horizontal and vertical wires separated by the same distance. The second is a half grid. It still uses equally-spaced wires, but in only one direction. The third is an H-tree.

5.2.1 Interconnect Length for a Uniform Load Distribution

Figure 5.7 shows an MRST constructed for a full grid structure. The grid itself is modeled by distributing a large number of terminals at regular intervals. These terminals are placed over the grid wires and form a clearly visible cross. The remaining terminals model the loads that must be driven by the grid. These loads are randomly placed and obey a uniform probability distribution.

It is interesting to observe the MRST constructed for the full grid structure includes several short interconnect segments. These segments tend to significantly increase the number of vias required to connect the loads. The reason is that any change in routing direction (from horizontal to vertical or vice versa) requires an additional via. Since the
The resistance of these vias can be relatively high compared to the resistance of the short wires, the vias can significantly degrade the signal integrity of the clock at the loads. In practice, the number of vias is often limited which indirectly limits the maximum number of routing direction changes.

The model for the half grid structure is shown in Figure 5.8. This structure has a single vertical grid wire. The wire is modeled as before, with a large number of terminals placed on top of it. The MRST still uses several short wire segments.

With an H-tree, the loads are driven from the leaves, which are modeled by a single point. This is shown in Figure 5.9. The area over which the MRSTs are constructed is arbitrary. The unit square is chosen here.

Each global clock distribution structure has a fixed interconnect length that does not change when the number of loads does. For the full grid, the fixed length is 2. For the half grid, the fixed length is 1. For the H-tree, the fixed length is zero. Of course, each structure is incomplete. The wires and devices that would normally be necessary to drive the full and half grids or the leaves of the H-tree are omitted. It is assumed that the same distribution network would be able to feed all three structures.
The relationship between the number of loads and the total wire length required to connect them is shown in Figure 5.10, Figure 5.11, and Figure 5.12 for the three structures. Each point is determined by randomly placing $N$ loads and by finding an MRST that connects them. The total interconnect length of the MRST includes the fixed
length of each structure. It never goes below 2 for the full grid and never below 1 for the half grid. When the number of loads to connect is small, adding one more tends to significantly increase the total interconnect length. As the number of loads increases, there are more opportunities for sharing wires and the total interconnect length grows more slowly. When the number of loads is very small, the total length is significantly less with the H-tree structure because its fixed length is null. However, it is interesting to note that when the number of loads gets larger, the three structures produce roughly the same interconnect length. Although the H-tree remains slightly better than the half grid, which remains slightly better than the full grid, the difference in length becomes insignificant with respect to the total length. With 40 loads for instance, the total interconnect length varies between 4.8 and 5.7 for the three structures. The impact on the total length of selecting a particular structure over another is comparable to the length variations caused by the random placement of the loads.

The experiments performed by Bern [5.9] suggest that the expected value for the length of an MRST connecting $N$ uniformly distributed loads is asymptotic to:

$$L = \beta \sqrt{N}$$  \hspace{1cm} (5.1)
with \( \beta \) between 0.7 and 0.8. The results for the H-tree provide more accuracy and yield \( \beta \approx 0.73 \). It is observed in Figure 5.12 that even when \( N \) is small, the average length closely follows (5.1). In other words, \( \beta \) is a weak function of \( N \).

5.2.2 *Interconnect Length for a Gaussian Load Distribution*

The degree of dispersion of the loads has a major impact on the wire length required to connect them. This relationship is analyzed here for an H-tree.

Figure 5.13 shows the length of the MRST required to connect \( N \) loads (50, 100, or 150) whose coordinates are independent Gaussian random variables. The loads are centered on
the leaf of the H-tree. Their dispersion is controlled by changing their standard deviation $\sigma$. The required interconnect length increases as the dispersion increases. When the standard deviation is used as the dispersion metric, the relationship is linear, at least up to $\sigma = 0.15$. Increasing $\sigma$ beyond that point would start to produce loads with coordinates falling outside the unit square and the resulting load distribution would no longer be Gaussian.

From (5.1), the length required to connect $N$ uniformly distributed loads is asymptotic to $\beta \sqrt{N}$ with $\beta \approx 0.73$. Figure 5.14 shows the length achieved when the distribution is Gaussian normalized to what the length would have been with a uniform distribution. This Gaussian-to-uniform ratio quantifies the advantage of controlling the dispersion of the loads. As the dispersion increases, more wiring is needed. The length ratio then approaches unity, indicating that the full interconnect length is required. In Figure 5.14, the reduction in interconnect length is determined almost exclusively by $\sigma$. The number of loads has almost no impact.

5.2.3 Load Clustering in Bands

As shown in the previous section, the degree of dispersion of the loads has a major impact on the wire length required to connect them. A common design strategy to reduce this length is to cluster the loads. The impact of clustering the loads in horizontal bands is analyzed here.

The minimum number of bands is dictated by the bandwidth of the local clock interconnects. As discussed in Chapter 4, this bandwidth limits the maximum separation distance $d$ that can be allowed between a local clock buffer and a sequential element. A megablock the size of the unit square requires at least $B$ bands where

$$B = \frac{1}{2d} \quad (5.2)$$

As shown in Figure 5.15, clustering the local clock buffers does not necessarily impose constraints on the placement of the sequential elements.
When the bands are fully populated (i.e. when $N$ is large), the total wire length required to connect all the loads is given by:

$$L = \frac{1}{2d} + (1 - 2d) = B + \left(1 - \frac{1}{B}\right)$$  \hspace{1cm} (5.3)

The first term is the number of unit-length bands dictated by the maximum separation distance $d$ while the second term $1 - 2d = 1 - 1/B$ represents the length of the vertical wire required to connect all the bands together in the center.

Equation (5.3) is valid for multiple bands when $N$ is large. The average wire length $\ell$ required to connect $n$ loads uniformly distributed over a single band can be derived using extreme value theory.

Let $x_1, x_2, \ldots, x_n$ represent the $x$-coordinates of the loads. The average wire length $\ell$ can be written as:

$$\ell = E[W - V]$$  \hspace{1cm} (5.4)
where $V$ and $W$ are the minimum and maximum coordinates that must be connected in the band. Both are random variables:

$$
W = \max(\frac{1}{2}, x_1, x_2, \ldots, x_n) \\
V = \min(\frac{1}{2}, x_1, x_2, \ldots, x_n)
$$

(5.5)

where $\frac{1}{2}$ represents the center of each band, which must always be connected. Clearly, $W$ cannot be less than $\frac{1}{2}$ or greater than 1. Similarly, $V$ is always between 0 and $\frac{1}{2}$.

The probability that $x_i$ is less than $x$ is given by:

$$
P[x_i \leq x] = x
$$

(5.6)

for $i = 1, \ldots, n$.

The probability that $W$ is less than $x$ is thus:

$$
P[W \leq x] = \prod_{i=1}^{n} P[x_i \leq x] = x^n \quad \frac{1}{2} \leq x \leq 1 \\
1 \quad x \geq 1
$$

(5.7)

Taking the derivative of the cumulative distribution function yields the probability density function of $W$:

$$
f_W(x) = \begin{cases} 
(x^n) \delta(x - \frac{1}{2}) + nx^{n-1} & \frac{1}{2} \leq x \leq 1 \\
0 & \text{elsewhere}
\end{cases}
$$

(5.8)

Since the cumulative distribution function is discontinuous at $x = \frac{1}{2}$, the probability density function has an impulse at $x = \frac{1}{2}$.

The expected value of $W$ is therefore:

$$
E[W] = \int_{-\infty}^{\infty} x f_W(x) \, dx = \frac{n + (\frac{1}{2})^{n+1}}{n+1}
$$

(5.9)

Similarly, it is possible to show that:

$$
E[V] = 1 - \frac{n + (\frac{1}{2})^{n+1}}{n+1}
$$

(5.10)

Substituting into (5.4) yields:
With several bands, the average number of loads per band is:

\[ n = \frac{N}{B} \]  \hspace{1cm} (5.12)

The total wire length \( L \) becomes:

\[ L = B\ell + (1 - 2d) = B\ell + \left(1 - \frac{1}{B}\right) \]  \hspace{1cm} (5.13)

Substituting (5.11) and (5.12) into (5.13) yields:

\[ L = B \left(2 \frac{n + (\frac{1}{2})^{\frac{n+1}{n+1}}}{n+1} - 1\right) + \left(1 - \frac{1}{B}\right) \]  \hspace{1cm} (5.14)

As \( N \) goes to infinity, \( L \) approaches the value of (5.3):

\[ \lim_{N \to \infty} B \left(2 \frac{n + (\frac{1}{2})^{\frac{n+1}{n+1}}}{n+1} - 1\right) + \left(1 - \frac{1}{B}\right) = B + \left(1 - \frac{1}{B}\right) \]  \hspace{1cm} (5.15)
Equation (5.14) is verified in Figure 5.16 for a megablock with 1, 3, and 5 bands of local clock buffers. The placement of the sequentials within the megablock is unrestricted. The sequentials are uniformly distributed over the unit square. The local clock buffers are clustered however. They are randomly assigned to particular bands and connected horizontally. The local clock buffers within a given band are uniformly distributed. A vertical wire is then added to correct the bands in the center.

When the number of local clock buffers is small, adding a few more significantly increase the total wire length. As the number of loads increases, the bands get more populated and the total wire length required to connect all the local clock buffers saturates. Obviously, making the number of bands as small as possible minimizes the total interconnect length.

Figure 5.17 quantifies the benefit of forcing a band arrangement for the local clock buffers. It compares the total wire length required to connect $N$ loads when the loads are randomly placed to the length necessary when the loads are clustered. The total wire length without clustering is given by (5.1). It increases with the square root of $N$ and is
unbounded. Load clustering almost always results in a shorter wire length. But even when it does not, the total interconnect length remains close to the minimum achievable using a MRST. The physical design simplicity of load clustering is therefore a practical advantage.

5.3 Skew Compensation Strategies

Multiple skew-compensation strategies have been proposed by researchers, but only a few have been used in practice. The different skew-compensation strategies can be classified as centralized or distributed.

5.3.1 Centralized Skew Compensation

Clock distribution networks with centralized skew compensation usually rely on round-trip feedback for clock alignment. They require a centralized controller or skew compensator. Its role is to ensure that the pulses sent to every clock region arrive at the expected time.

The implementation proposed in [5.10] is shown in Figure 5.18. Each region has a local clock tree. The distribution network requires three carefully matched interconnect segments per region: one for the forward path and two for the feedback paths. The forward path delivers clock pulses to the root of every region’s local tree. One of the feedback paths is also connected to the root; the other is connected to one of the leaves. The first feedback path allows the central controller to measure the round-trip delay of the clock pulses. The second feedback path is used to measure the delay through the local tree. A simple arithmetic circuit processes the measurements to deduce the phase error of the clock pulses received by the sequential elements. The controller is then able to correct the phase error by speeding up or slowing down the forward path. It is interesting to note that the proposed clock distribution network can intentionally skew the clock delivered to each region in order to increase performance. Unfortunately, the proposed design suffers from two major problems: the relatively coarse resolution of the measurement circuit and the limited precision of the phase correction that can be applied to the forward path.
Furthermore, the strategy can be hard to implement in practice because it requires three carefully matched interconnects per region. However, the power dissipated by the skew-compensation circuit is negligible.

An active clock distribution network that uses only one feedback path per receiver (instead of two) is presented in [5.11]. For each clock region, the design uses a phase detector and a variable-delay line. The variable-delay line is in the forward path. The phase detector compares the arrival time of the clock pulses returning to the skew compensator to the arrival time of the reference pulses generated by the PLL. The compensator can adjust the variable-delay line until the arrival of the returning pulses coincides with the arrival of the reference pulses. Then, the returning pulses are synchronized with the reference pulses and the round-trip delay is known. The last step is to cut in half the delay of the variable-delay line. This is required to synchronize the pulses delivered to each region (as opposed to the returning pulses) with the reference clock. The biggest problem of the proposed skew compensation algorithm is that it can only be executed during reset. The reason is that the alignment process significantly perturbs the phase of the distributed clock signals. The algorithm also requires very linear variable-delay lines that have a high resolution and a wide range.

5.3.2 Distributed Skew Compensation

Sending the clock pulses back toward the source is not necessary for skew compensation. Not only does it waste power and routing resources, but it also doubles the clock jitter at
the phase detector. A simpler and more practical alternative is distributed skew compensation.

The 650-MHz microprocessor described in [5.12] uses a two-spine clock distribution network. Each spine is driven by its own clock tree. As shown symbolically in Figure 5.19, the clock generated by the PLL gets distributed to the two variable-delay elements before reaching the spines. A phase detector located between the two spines compares the arrival time of the clock pulses. If the pulses arrive too soon at one of the spines, the delay of its variable-delay element is increased. Equivalently, the delay of the other variable-delay element can be decreased. When the active skew-compensation circuit is off, the skew between the two spines is 100 ps. Turning on the compensator reduces the skew to 15 ps. The circuit is practical. It is effectively able to compensate interconnect and device mismatches together with process, voltage, and temperature variations. The circuit does increase clock jitter however.

![Figure 5.19: Clock distribution network described in [5.12].](image)

The 64-bit microprocessor described in [5.13] runs at 800 MHz. Its clock distribution network is hierarchical. It uses a balanced tree to drive eight clusters of skew compensators. Each compensator drives a regional grid to which multiple local clock buffers are connected. The tree driving the eight clusters is unusual because it distributes two signals: a core clock and a reference clock.
A block diagram for the skew compensators is shown in Figure 5.20. It is worth noting that the feedback clock coming from the regional grid is aligned with the reference clock, and not the core clock. The reason is that balancing the delay for each load driven by the core clock is relatively difficult, or at least more difficult than routing two signals instead of one. Because the reference clock is distributed with a lightly loaded and very symmetric network, it is easier to balance and it practically eliminates the skew caused by load mismatches. The design of the distribution network facilitates debugging and performance tuning since each compensator can be programmed to introduce intentional skew. Introducing intentional skew is a way of measuring the timing margin of the frequency-limiting circuits. Intentional skew can also be used to increase performance by stealing time from the non-critical paths to help the critical ones. The measured clock inaccuracy across the chip is 28 ps. Without skew compensation, the inaccuracy is estimated at 110 ps.

5.4 Clock Jitter Compensation Strategies

Clock distribution networks with multiple oscillators normally avoid, or at least significantly reduce, the need for routing the clock through long interconnects. They usually have special filters to attenuate jitter. They have the potential to solve the clock inaccuracy accumulation issue associated with conventional distribution strategies. However, distributing the clock using multiple oscillators introduces a number of
synchronization issues not present in conventional distribution networks. The most important are ensuring that the multiple oscillators have the same frequency and making sure that they are in phase.

The clock distribution networks discussed in this section are classified according to their jitter-filtering approach, which can be either centralized or distributed. The centralized approach corresponds to clock networks having a single attenuation filter. Networks with multiple filters correspond to a distributed strategy.

5.4.1 Centralized Jitter Filtering

The clock distribution networks that use centralized jitter filtering look like a conventional PLL having a distributed oscillator. Figure 5.21 shows such a distributed oscillator. The output of the loop filter actually controls multiple individual oscillators that are physically separated. Collectively, they form a single distributed entity. The signals generated by the individual oscillators are averaged to produce the clock delivered to the sequential elements.

Figure 5.22 shows the three-phase distributed oscillator prototype described in [5.14]. The prototype is not a complete clock distribution network. Its loop filter is missing. The circuit is topologically equivalent to a conventional ring oscillator having three inverters. It produces three clock signals phase shifted by 120 degrees. The oscillation frequency can be controlled by changing the delay of the inverters, but this can only be done by
adjusting the supply voltage. This is a serious problem. In addition, the oscillator does not necessarily produce a clock having a 50% duty cycle. From a conventional circuit design perspective, a clock with three phases is useless. On the other hand, a balanced duty cycle is strongly needed. To get a duty cycle of 50%, the approach used in conventional PLLs is to make the oscillator run at twice the desired frequency. Then, a frequency divider generates the clock. Here, because the oscillator also distributes the clock, forcing it to run at twice the desired frequency would waste a significant amount of power. The strategy is incompatible with conventional DFT and DFD techniques because the clock cannot be bypassed and because the cycle time cannot be compressed or stretched.

A complete clock distribution network using multiple voltage-controlled oscillators (VCOs) is described in [5.15]. The problem of distributing the clock from a single source is replaced by the problem of distributing the analog control voltage produced by the loop filter. Ideally, all the VCOs should receive the same control voltage and have the same frequency. However, if the VCOs receive different control voltages (perhaps because the control voltage is noisy), are not perfectly matched, or do not have the same temperature, then they will have different frequencies. This is very undesirable. To force them to oscillate at the same frequency, the VCO outputs are short circuited. If the phase of a VCO changes, the contention of the others tends to cancel it. Unfortunately, continuous contention wastes power. In addition, the effectiveness of short circuiting the VCOs to align their phase decreases rapidly as the length of the interconnects connecting them
increases. Finally, adequately protecting the analog control voltage from noise is a major difficulty in practice. This technique is incompatible with conventional DFT and DFD techniques because the clock cannot be bypassed and because the cycle time cannot be stretched or compressed.

5.4.2 Distributed Jitter Filtering

A clock distribution network with multiple oscillators and phase detectors behaves like a fully distributed PLL. The phase processing is decentralized and multiple filters are required for jitter attenuation.

A clock distribution architecture using distributed jitter filtering is proposed in [5.16]. The jitter accumulation problem associated with conventional clock distribution strategies is avoided because the clock is regenerated just before reaching the sequential elements. The regeneration is performed using an array of PLLs. The issue is to keep them synchronized. For this, it is worth noting that the clock produced by a particular PLL only has to be synchronized to the clocks produced by its neighbors. It is shown in [5.16] that an oscillator cannot always use the average phase of its neighbors for synchronization. The reason is that phase averaging can produce an undesired equilibrium that is stable and in which not all the oscillators have the same phase. This condition is called mode locking. It can occur if two neighbors produce clocks with phases of equal magnitude and opposite sign. Mode locking can be avoided by ensuring that no loop exists in the propagation of the phase information. It is shown in [5.16] that it can also be avoided using special phase detectors. They must have a response that decreases monotonically beyond a phase difference of 90°.

The 16-PLL prototype described in [5.17] uses the second synchronization solution. Each PLL feeds a local clock region. The special phase detectors are inserted between adjacent regions to ensure that the clock produced by each PLL is aligned with the clock of its neighbors. The phase detectors are implemented using two pulse generators and an arbiter. Their output is a differential error current. As required, the gain of each phase detector is negative for large phase differences. Each PLL sums and filters the error
signals coming from the adjacent regions. The loop filter is implemented with two differential amplifiers and a fairly small gate capacitor. Its output controls the VCO producing the local clock. The oscillation frequency of the PLL array is controlled by connecting an external system clock to one of the phase detectors. The system clock frequency is not multiplied.

Although the distributed synchronous clocking strategy proposed in [5.17] promises to significantly reduce the jitter-accumulation problem associated with conventional clock distribution networks, it is incompatible with conventional DFT and DFD techniques. There is no infrastructure to bypass the PLLs and no infrastructure to stretch or compress the cycle time. The prototype also suffers from the complexity of the transfer function of its phase detectors. This complexity makes it hard to predict the clock inaccuracy and to ensure the network stability under different voltage, process, and temperature conditions. That unpredictability tends to force pessimistic assumptions for timing analysis. Finally, the prototype also suffers from its analog feedback mechanism. It requires the transmission of analog signals over relatively long distances to synchronize the PLLs. The problem is that most high-performance chips produce a lot of electrical noise, in particular interlevel coupling noise, that can affect the feedback signals. Noisy feedback signals are an issue because of the limited area available for each loop filter. The filters have to be able to remove enough noise, which is hard without large capacitors. This makes the stability of the clock network even more difficult to analyze and guarantee.

5.5 Capacitive Interlevel Coupling Noise

Interconnect noise has traditionally been, and continues to be, a significant issue for the design of high-frequency clock distribution networks. Typically, interconnect noise is addressed by determining the worst possible capacitive coupling noise that can be induced on a victim line by its parallel neighbors. In [5.18], the worst-case noise is simulated using an RC transmission line model that includes the timing of the attackers. In [5.19], inductance is taken into account and an expression for the peak crosstalk voltage between interconnects on the same layer is derived. The conductors in the layers
adjacent to the victim’s layer are assumed quiet and are assumed to behave as virtual metal planes. These two assumptions are commonly used during parasitic extraction and for static timing analysis [5.20].

The metal plane approximation yields an accurate interlayer capacitance, provided that the metal density of the adjacent layers exceeds 33% [5.21].

However, the assumption that each plane is quiet is sometimes clearly wrong. For example, it does not apply to the signals orthogonally routed above or below one of the wide dynamic buses of the Itanium 2 microprocessor [5.22]. The bits of such a bus can be sufficiently correlated to switch simultaneously and in the same direction. The bus can therefore inject a considerable amount of noise on the wires located above and below it, especially if the width of the bus is a significant fraction of the length of the wires under attack. Assuming that all interconnects perpendicular to a victim are quiet is therefore unrealistic and optimistic.

In practice, it is often desirable to perform conservative timing analysis, for instance to avoid min-delay races or to ensure sufficient yield at a certain frequency target. However, if the victim is a long wire, it is excessively pessimistic to suppose that the switching of all of its orthogonal neighbors is simultaneous and in the same direction.

The problem is that for long wires, in particular for the ones used for global clock distribution, the error due to the quiet plane assumption is unclear. It has never been rigorously analyzed or quantified. Given that it is an optimistic assumption, it is a priori not obvious if it is appropriate when analyzing the timing of clock signals.

This lack of understanding makes jitter estimation much harder and, therefore, creates a timing risk. For the Itanium 2 microprocessor described in [5.23], differential clocking is used to reduce the vulnerability to common-mode coupling noise, partly because of this uncertainty.

This section examines and tests the limits of the quiet metal plane assumption when the individual conductors in the adjacent layers are toggling independently. It rigorously shows that the quiet metal plane assumption is then statistically very good. Clarifying the
circumstances where the quiet metal plane assumption can be safely used is of tremendous practical interest for high-frequency microprocessor design. It provides the guarantee of conservative timing analysis without excessive pessimism.

The interlevel coupling noise present at the far end of the victim line shown in Figure 5.23 is analyzed when a large number of perpendicular attackers are randomly switching. Because the attackers are perpendicular, the coupling capacitance between any single one of them and the victim corresponds to a very small overlap region, as shown in Figure 5.24. Each attacker is modeled as a Markov chain and the victim is modeled as an RLC transmission line.
The effect of a particular attacker on the noise at the far end of the victim is modeled as shown in Figure 5.25. The capacitance between the attacker and the victim is $C_A$. The source resistance $R_S$ represents the effective resistance of the circuit driving the victim and $C_T$ is the load capacitance that terminates it. The unit-length resistance, inductance, and capacitance of the victim line are $r$, $l$, and $c$. The length of the victim line is $L$ and $p$ is the position of the attacker. The pitch of each attacker (i.e., its width and space) is $\lambda$.

The victim line is modeled as a linear system with multiple inputs (one per attacker) and one output. The power spectral density of the noise at $V_2$ is obtained in three steps. First, the power spectral density of an individual attacker switching randomly at $V_0$ is analyzed. Then, its transfer function $H$ between $V_0$ and $V_2$ is derived. Since the system has multiple inputs, each attacker has its own transfer function. Given the power spectral density of the attacker at $V_0$ and the transfer function corresponding to its position, its contribution to the noise at $V_2$ is easy to compute. Finally, the total power spectral density of the noise at $V_2$ is determined by superposing the contribution of each individual attacker.

5.5.1 Power Spectral Density for an Attacker Switching Randomly

During any given clock cycle, the probability that a particular attacker switches is given by its activity factor $a$. Each attacker is modeled by a Markov chain producing the discrete-time sequence $d(n)$, as shown in Figure 5.26. Pulse amplitude modulation (PAM)
is used to convert \( d(n) \) to a continuous-time square wave \( w(t) \). The square wave is then applied to a low-pass filter (LPF) to produce the attacker waveform \( x(t) \). The purpose of the low-pass filter is to give a non-zero transition time to the instantaneous transitions of \( w(t) \). This makes \( x(t) \) a more realistic integrated circuit signal. This section derives the power spectrum of \( x(t) \) using the techniques presented in [5.24] and [5.25].

5.5.1.1 Markov Model

The first step is to determine the power spectral density of the discrete-time data stream \( d(n) \). The state transition diagram of the Markov chain is shown in Figure 5.27. The diagram has two states (0 and 1). The binary outputs associated with states 0 and 1 are chosen to be \(-\frac{1}{2}\) and \(+\frac{1}{2}\), respectively. This makes \( d(n) \) a zero-mean random process with an amplitude of one. The initial state of the Markov chain is randomly selected.

The power spectral density \( S_D \) of the data stream is the Z-transform of its autocorrelation function \( R_D \). By definition, the autocorrelation function is the expected value of:

\[
R_D(m,n) = E[d(m)d(m + n)] = E[f(\Psi_m)f(\Psi_{m+n})]
\]  

(5.16)
where $\Psi_k$ is the state of the chain at time $k$. $\Psi_k$ is an element of $\{0, 1\}$. The function $f$ gives the output of the chain when it is in a particular state:

$$f(\Psi) = \Psi - \frac{1}{2} \quad (5.17)$$

Since the Markov chain is stationary, the autocorrelation function depends only on the absolute time difference between samples. With $m = 0$, $R_D$ thus becomes:

$$R_D(n) = E[f(\Psi_0)f(\Psi_n)] \quad (5.18)$$

Because there are two possible states at time 0 and two possible states at time $n$, there are four possible outcomes to consider:

$$R_D(n) = \sum_{i=0}^{1} \sum_{j=0}^{1} f(i)f(j)p_{0|0}(i,j) \quad (5.19)$$

where $p_{0|0}(i,j)$ is the probability of being in state $i$ at time 0 and in state $j$ at time $n$.

By symmetry, $p_{0|0}(0, 0) = p_{0|0}(1, 1)$ and $p_{0|0}(0, 1) = p_{0|0}(1, 0)$. Therefore,

$$R_D(n) = f(0)f(0)p_{0|0}(0,0) + f(0)f(1)p_{0|0}(0,1) + f(1)f(0)p_{0|0}(1,0) + f(1)f(1)p_{0|0}(1,1) \quad (5.20)$$

can be simplified to

$$R_D(n) = (f(0)f(0) + f(1)f(1))p_{0|0}(0,0) + (f(1)f(0) + f(0)f(1))p_{0|0}(1,0)
= \frac{1}{2} p_{0|0}(0,0) - \frac{1}{2} p_{0|0}(1,0) \quad (5.21)$$

By Bayes’ rule,

$$p_{0|n}(i, j) = p_{n|0}(j \mid i)p_0(i) \quad (5.22)$$

where $p_{n|0}(j \mid i)$ is the probability of being in state $j$ at time $n$ given that the state at time 0 is $i$. The probability of actually starting in state $i$ at time 0 is $p_0(i)$.

Here, $p_0(i) = \frac{1}{2}$ since the two initial states are equally likely. The autocorrelation function therefore becomes:

$$R_D(n) = \frac{1}{2} p_{n|0}(0 \mid 0)p_0(0) - \frac{1}{2} p_{n|0}(0 \mid 1)p_0(1) = \frac{1}{4} p_{n|0}(0 \mid 0) - \frac{1}{4} p_{n|0}(0 \mid 1) \quad (5.23)$$
The Z-transform of $R_D(n)$ is:

$$S_D(z) = \sum_{n=0}^{\infty} R_D(n)z^{-n} = \sum_{n=0}^{\infty} R_D(n)z^{-n} + \sum_{n=-\infty}^{0} R_D(n)z^{-n} - R_D(0) \quad (5.24)$$

Since $R_D(n) = R_D(-n)$,

$$S_D(z) = \sum_{n=0}^{\infty} R_D(n)z^{-n} + \sum_{n=0}^{\infty} R_D(n)z^{n} - R_D(0) \quad (5.25)$$

It is convenient to express $S_D(z)$ as:

$$S_D(z) = S_D^+(z) = S_D(z)^{-1} - S_D(z) \quad (5.26)$$

where

$$S_D^+(z) = \sum_{n=0}^{\infty} R_D(n)z^{-n} \quad (5.27)$$

Substituting (5.23) in (5.27) yields,

$$S_D^+(z) = \frac{1}{4} P_{@0}(z) - \frac{1}{4} P_{@1}(z) \quad (5.28)$$

where $P_{@0}(z)$ is the Z-transform of the sequence describing the probability of being in state 0 at a particular time, given that the initial state was 0. Similarly, $P_{@1}(z)$ is the Z-transform of the sequence describing the probability of being in state 0 at a particular time, given that the initial state was 1.
The equations describing the state probabilities in the Z-domain are obtained from the signal flow graph of Figure 5.28:

\[
P_0(z) = b + (1-a)z^{-1}P_0(z) + az^{-1}P_1(z) \\
P_1(z) = (1-b) + (1-a)z^{-1}P_1(z) + az^{-1}P_0(z)
\] (5.29)

Solving for \(P_0(z)\) yields:

\[
P_0(z) = \frac{b + (a-b)z^{-1}}{1 - 2(1-a)z^{-1} + (1-2a)z^{-2}}
\] (5.30)

\(P_0(z)\) is the Z-transform of the sequence describing the probability of being in state 0 at a particular time, given some initial state probabilities. The initial state probabilities are defined by \(b\).

Setting \(b\) to 1 gives:

\[
P_{0|0}(z) = P_0(z)\big|_{b=1} = \frac{1 + (a-1)z^{-1}}{1 - 2(1-a)z^{-1} + (1-2a)z^{-2}}
\] (5.31)

where \(P_{0|0}(z)\) is the Z-transform of the sequence describing the probability of being in state 0 at a particular time, given that the initial state was 0.

Similarly, setting \(b\) to 0 yields the Z-transform of the sequence describing the probability of being in state 0 at a particular time, given that the initial state was 1:

\[
P_{0|1}(z) = P_0(z)\big|_{b=0} = \frac{az^{-1}}{1 - 2(1-a)z^{-1} + (1-2a)z^{-2}}
\] (5.32)

Substituting the results in (5.28) gives:

\[
S_D(z) = \frac{1 + (a-1)z^{-1} - az^{-1}}{4 1 - 2(1-a)z^{-1} + (1-2a)z^{-2}} = \frac{1 - z^{-1}}{4 1 - 2(1-a)z^{-1} + (1-2a)z^{-2}}
\] (5.33)

which can be used to compute \(S(z)\) using (5.26):

\[
S_D(z) = \frac{1 - z^{-1}}{4 1 - 2(1-a)z^{-1} + (1-2a)z^{-2}} + \frac{1 - z}{4 1 - 2(1-a)z + (1-2a)z^2 - \frac{1}{4}}
\]

\[
= 4 \frac{a(1-a)}{(1-(1-2a)z^{-1})(1-(1-2a)z)}
\] (5.34)
The autocorrelation function $R_D(n)$ of the data sequence is given by the inverse Z-transform of $S_D(z)$. The result is:

$$R_D(n) = \frac{1}{4}(1-2a)^{|n|}$$

(5.35)

Evaluating $S_D(z)$ on the unit circle gives the power spectral density of the discrete time data stream.

$$S_D(e^{j2\pi T}) = \frac{a(1-a)}{(1-(1-2a)e^{-j2\pi T})(1-(1-2a)e^{j2\pi T})} = \frac{a(1-a)}{1+(1-2a)^2-(1-2a)(e^{j2\pi T} + e^{-j2\pi T})}$$

(5.36)

After further simplification, the desired result is obtained:

$$S_D(e^{j2\pi T}) = \frac{a(1-a)}{1+(1-2a)^2 - 2(1-2a)\cos(2\pi T)}$$

(5.37)

The power spectral density of the discrete time data stream $d(n)$ is clearly determined by the switching probability $a$ of the attackers.

5.5.1.2 Pulse Amplitude Modulation

The continuous-time data signal $w(t)$ is constructed by modulating the amplitude of a pulse according to the discrete-time sequence $d(n)$. The pulse is shown in Figure 5.29. It is defined as having a unit amplitude during the time interval $[0, T]$. Elsewhere, its amplitude is zero. Mathematically,

$$g(t) = u(t)u(T-t)$$

(5.38)
$T$ represents the cycle time of the system.

The result of the modulation is:

$$w(t) = \sum_{n=-\infty}^{\infty} d(n)g(t - nT + \Theta)$$  \hspace{1cm} (5.39)

where $\Theta$ is a random variable uniformly distributed over $[0, T]$ that defines when in the cycle switching can occur.

The power spectral density of $w(t)$ is given by [5.25]:

$$S_w(f) = \frac{1}{T}|G(f)|^2 S_d(e^{j2\pi Tf})$$  \hspace{1cm} (5.40)

where $G(f)$ is the Fourier transform of the rectangular pulse:

$$G(f) = \int_{-\infty}^{\infty} g(t)e^{-j2\pi ft} dt = \left[ e^{-j2\pi ft} dt = \frac{\sin(2\pi ft)}{2\pi f} + j \frac{\cos(2\pi ft) - 1}{2\pi f} \right]$$  \hspace{1cm} (5.41)

Therefore,

$$|G(f)|^2 = \left( \frac{\sin(2\pi ft)}{2\pi f} \right)^2 + \left( \frac{\cos(2\pi ft) - 1}{2\pi f} \right)^2 = \frac{2 - 2 \cos(2\pi ft)}{(2\pi f)^2}$$  \hspace{1cm} (5.42)

Finally,

$$S_w(f) = \frac{1}{T} \frac{2 - 2 \cos(2\pi ft)}{(2\pi f)^2} \frac{a(1-a)}{1 + (1-2a)^2 - 2(1-2a)\cos(2\pi ft)}$$  \hspace{1cm} (5.43)

It is straightforward to numerically verify that $S_w(f)$ gives the correct power spectral density for $w(t)$. With Simulink, a dynamic system simulator for MATLAB, the PAM signal can be constructed using a state element sampling a random variable. Figure 5.30 shows that the power spectral density derived analytically matches the simulated one.

5.5.1.3 Low-Pass Filtering

To produce the attacker waveform actually coupled to the victim, $w(t)$ is passed through a first-order low-pass filter $C$ having a gain $V$ and a time constant $\tau$:

$$C(s) = \frac{V}{s\tau + 1}$$  \hspace{1cm} (5.44)
Figure 5.30: Power spectral density for the PAM waveform.

Figure 5.31: Power spectral density for the attacker waveform (after filtering).
The power spectral density of the filter output $x(t)$ is given by [5.24]:

$$S_x(f) = S_W(f)[C(j2\pi f)]^2 = S_W(f)\frac{V^2}{(2\pi f)^2 + 1} \quad (5.45)$$

It is worth noting that $x(t)$ is more realistic than a piecewise-linear waveform. Multiple switching events per cycle can be modeled by making $T$ smaller than the actual clock cycle and by adjusting $a$ accordingly.

Substituting the expression for $S_W(f)$ derived earlier yields the power spectral density of the attackers as a function of their cycle time $T$, switching probability $a$, voltage $V$, and time constant $\tau$:

$$S_x(f) = \frac{1}{T} \frac{2 - 2\cos(2\pi f T)}{(2\pi f)^2} \frac{a(1-a)}{1+(1-2a)^2 - 2(1-2a)\cos(2\pi f T)} \frac{V^2}{(2\pi f)^2 + 1} \quad (5.46)$$

The power spectral density for $x(t)$ can also be verified numerically using Simulink. The results are shown in Figure 5.31. For convenience, the curve showing the effect of the low-pass filter is also plotted. As before, the theoretical power spectral density matches the simulated one.

The impact of the switching probability $a$ on $S_W(f)$ and $S_x(f)$ is shown in Figure 5.32 and in Figure 5.33. Both spectrums are zero at multiples of $1 / T$ in frequency. The spectrum of $x(t)$ contains almost no power for $|f| > 1 / T$.

**5.5.2 Noise Transfer Function**

The victim interconnect is modeled as an ideal transmission line having a unit-length resistance $r$, inductance $l$, and capacitance $c$. The propagation constant $\gamma$ of the line is frequency-dependant. It is given in the Laplace domain by:

$$\gamma = \sqrt{(r+sl)sc} \quad (5.47)$$

The attenuation constant $\alpha$ and the phase constant $\beta$ are:

$$\alpha = \text{Re}(\gamma)$$
$$\beta = \text{Im}(\gamma) \quad (5.48)$$
Figure 5.32: Impact of $\alpha$ on the power spectral density of the PAM waveform.

Figure 5.33: Impact of $\alpha$ on the power spectral density of the attacker waveform.
The characteristic impedance of the line is:

$$Z_0 = \sqrt{\frac{r + sj}{sc}} = R_0 + jX_0$$ \hspace{1cm} (5.49)

where \(R_0 = \text{Re}(Z_0)\) is the line resistance and \(X_0 = \text{Im}(Z_0)\) is the line reactance.

In Figure 5.25, the connection point of the attacker splits the victim in two parallel transmission lines. They both share the same propagation constant, but do not have the same length. They are also terminated differently. This is shown in Figure 5.34.

The input impedance \(Z_L\) of the transmission line going left is [5.26]:

$$Z_L = Z_0 \left( \frac{R_s \cosh(\gamma p) + Z_0 \sinh(\gamma p)}{R_s \sinh(\gamma p) + Z_0 \cosh(\gamma p)} \right)$$ \hspace{1cm} (5.50)

For the other transmission line, the input impedance is:

$$Z_R = Z_0 \left( \frac{1}{C_\tau s} \frac{\cosh(\gamma L - \gamma p) + Z_0 \sinh(\gamma L - \gamma p)}{\sinh(\gamma L - \gamma p) + Z_0 C_\tau s \cosh(\gamma L - \gamma p)} \right)$$ \hspace{1cm} (5.51)

Its transfer function is:
It is convenient to express $Z_L$ and $Z_R$ as:

$$Z_L = Z_0 \frac{A_L}{B_L}$$
$$Z_R = Z_0 \frac{A_R}{B_R}$$

where

$$A_L = R_s \cosh(\gamma p) + Z_0 \sinh(\gamma p)$$
$$B_L = R_s \sinh(\gamma p) + Z_0 \cosh(\gamma p)$$

and

$$A_R = \cosh(\gamma L - \gamma p) + Z_0 C_\tau s \sinh(\gamma L - \gamma p)$$
$$B_R = \sinh(\gamma L - \gamma p) + Z_0 C_\tau s \cosh(\gamma L - \gamma p)$$

The transfer function of the transmission line going right becomes:

$$\frac{V_2}{V_1} = \frac{1}{A_R}$$

From the perspective of the attacker, the circuit of Figure 5.25 is equivalent to the circuit of Figure 5.35. The transfer function between $V_0$ and $V_1$ is the one of a voltage divider:
\[ \frac{V_1}{V_0} = \frac{Z_L Z_R}{Z_L + Z_R} = \frac{Z_L Z_A C_A s}{Z_L + Z_R + Z_L Z_A C_A s} \]  

(5.57)

In terms of \( A_L, B_L, A_R, B_R, \)

\[ \frac{V_1}{V_0} = \frac{A_L A_R Z_0 C_A s}{A_L B_R + A_R B_L + A_L A_R Z_0 C_A s} \]  

(5.58)

Multiplying by \( V_2/V_1 \) yields \( H \), the transfer function between \( V_0 \) and \( V_2 \):

\[ H(s, p, C_A) = \frac{V_2}{V_0} = \frac{V_2}{V_1} \cdot \frac{V_1}{V_0} = \frac{1}{A_R} \frac{A_L A_R Z_0 C_A s}{A_L B_R + A_R B_L + A_L A_R Z_0 C_A s} \]  

(5.59)

Clearly, the transfer function changes with \( p \), the position of the attacker. It is mathematically convenient for the rest of the derivation to factor \( H \) as follows:

\[ H(s, p, C_A) = F(s, C_A)G(s, p) \]  

(5.60)

The first factorization step is to show that \( A_L B_R + A_R B_L \) is independent of \( p \). Using the following hyperbolic identities,

\[ \cosh(\gamma L - \gamma p) = \cosh(\gamma L) \cosh(\gamma p) - \sinh(\gamma L) \sinh(\gamma p) \]

\[ \sinh(\gamma L - \gamma p) = \sinh(\gamma L) \cosh(\gamma p) - \cosh(\gamma L) \sinh(\gamma p) \]  

(5.61)

it is possible to express \( A_R \) and \( B_R \) as:

\[ A_R = \cosh(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) - \sinh(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) \]

\[ B_R = \cosh(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) - \sinh(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) \]  

(5.62)

Then,

\[ A_L B_R = R_s \cosh^2(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) \]

\[ - R_s \cosh(\gamma p) \sinh(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) \]

\[ + Z_0 \sinh(\gamma p) \cosh(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) \]

\[ - Z_0 \sinh^2(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) \]  

(5.63)

\[ A_R B_L = R_s \sinh(\gamma p) \cosh(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) \]

\[ - R_s \sinh^2(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) \]

\[ + Z_0 \cosh(\gamma p) \sinh(\gamma p)(\cosh(\gamma L) + Z_0 C_T s \sinh(\gamma L)) \]

\[ - Z_0 \cosh(\gamma p) \sinh(\gamma p)(\sinh(\gamma L) + Z_0 C_T s \cosh(\gamma L)) \]  

(5.64)
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Therefore,

\[
A_L B_R + A_R B_L = R_s \cosh^2(\gamma p)(\sinh(\gamma L) + Z_0 C_\gamma s \cosh(\gamma L)) \\
- R_s \sinh^2(\gamma p)(\sinh(\gamma L) + Z_0 C_\gamma s \cosh(\gamma L)) \\
+ Z_0 \cosh^2(\gamma p)(\cosh(\gamma L) + Z_0 C_\gamma s \sinh(\gamma L)) \\
- Z_0 \sinh^2(\gamma p)(\cosh(\gamma L) + Z_0 C_\gamma s \sinh(\gamma L))
\]  
(5.65)

Using the fact that,

\[
\cosh^2(\gamma p) - \sinh^2(\gamma p) = 1
\]  
(5.66)

\[
A_L B_R + A_R B_L \text{ becomes:}
\]

\[
A_L B_R + A_R B_L = R_s (\sinh(\gamma L) + Z_0 C_\gamma s \cosh(\gamma L)) + Z_0 (\cosh(\gamma L) + Z_0 C_\gamma s \sinh(\gamma L))
\]  
(5.67)

or

\[
A_L B_R + A_R B_L = Z_0 (R_s C_\gamma s + 1) \cosh(\gamma L) + (Z_0 C_\gamma s + R_s) \sinh(\gamma L)
\]  
(5.68)

which is clearly independent of \( p \), the position of the attacker.
The next factorization step is to show numerically that $|A_L A_R Z_0 C_A s|$ is typically negligible compared to $|A_L B_R + A_R B_L|$. This is done in Figure 5.36 for a 2000-µm M5 interconnect with $r = 0.10 \, \Omega/\mu$m, $l = 0.50 \, \text{pH/µm}$, and $c = 0.20 \, \text{fF/µm}$. The resistance of the driver holding the victim is $R_S = 50 \, \Omega$. The line is terminated by a 10-fF load. The coupling capacitance $C_A$ between the attacker and the victim is taken to be 0.20 fF. Between 0 and 1000 GHz, $|A_L A_R Z_0 C_A s|$ is at least an order of magnitude smaller than $|A_L B_R + A_R B_L|$. Below 100 GHz, $|A_L A_R Z_0 C_A s|$ is 100 times smaller.

Therefore,

$$H(s, p, C_A) = \frac{A_L Z_0 C_A s}{A_L B_R + A_R B_L + A_L A_R Z_0 C_A s} = \frac{A_L Z_0 C_A s}{A_L B_R + A_R B_L} \quad (5.69)$$

Substituting expression (5.68) yields:

$$H(s, p, C_A) \approx \frac{A_L Z_0 C_A s}{Z_0 (R_S C_f s + 1) \cosh(\gamma L) + (Z_0^2 C_f s + R_S) \sinh(\gamma L)} \quad (5.70)$$

The final factorization $H(s, p) = F(s, C_A) \, G(s, p)$ is accomplished by setting:
and

\[ G(s, p) = R_s \cosh(\gamma p) + Z_o \sinh(\gamma p) \quad (5.72) \]

Figure 5.37 shows the far-end voltage waveform produced when a single attacker switches up. The waveform is simulated using 50 RLC sections to accurately approximate the victim transmission line. The attacker is located at \( p = L / 2 \). The waveform represents the step response of the system formed by cascading the low-pass filter \( C(s) \) with the noise transfer function \( H(s, p, C_\Delta) \). Not surprisingly, the amplitude of the far-end noise is very small.

Figure 5.38 shows the energy spectral density of the waveform. The energy density predicted using (5.70) is clearly undistinguishable from the one computed directly from the simulated response. The total energy of the pulse can be computed in the time domain or in the frequency domain. Both computations give 11.5 aJ.
5.5.3 Power Spectral Density for the Far-End Noise

Let $y(t, p, C_A)$ be the far-end noise waveform due to a single attacker located at position $p$. Its power spectral density is obtained by filtering the power spectral density of the attacker $S_X(f)$ with the noise transfer function derived earlier:

$$S_X(f, p, C_A) = S_X(f)|H(j2\pi f, p, C_A)|^2 = S_X(f)|F(j2\pi f, C_A)|^2 |G(j2\pi f, p)|^2$$  \hspace{1cm} (5.73)

The probability density function (PDF) of the far-end noise due to a single attacker switching randomly is the same at any given time. Figure 5.39 shows the PDFs computed numerically for various positions.

When the attacker is located near the driver of the victim line (i.e. when the attacker is located at $p = 0$), the amplitude of the far-end noise is limited to 0.20 mV. This limit corresponds to the magnitude of the step response of the system. When the attacker is moved to the far-end, the magnitude of the step response increases and the limit becomes 1.27 mV.
It is interesting to note that with a single attacker, the noise produced at any given time cannot be Gaussian since it is bounded. Table 5.1 shows that the power of the noise computed numerically based on the PDFs of Figure 5.39 matches the power computed by integrating the analytical expression for $S_Y(f, p, C_A)$.

Multiple attackers contribute to the total far-end noise $n(t)$. The number of orthogonal lines $N_{up}$ and $N_{dn}$ attacking the victim from above and below is determined by the pitch of the interconnect layers over and under it, $\lambda_{up}$ and $\lambda_{dn}$. The two pitches are typically different [5.27]. Since the interlevel dielectric thicknesses are also different, there are two values to consider for the coupling capacitance of the attackers: $C_{up}$ and $C_{dn}$. Of course, $N_{up}$ and $N_{dn}$ are related to the length of the victim:

$$N_{up} = \frac{L}{\lambda_{up}}$$
$$N_{dn} = \frac{L}{\lambda_{dn}}$$ (5.74)

Let $P_{up} = \{0, \lambda_{up}, 2\lambda_{up}, \ldots, N_{up}\lambda_{up}\}$ be the set containing the position of the attackers located above the victim. Similarly, let $P_{dn} = \{0, \lambda_{dn}, 2\lambda_{dn}, \ldots, N_{dn}\lambda_{dn}\}$ be the set containing the position of the attackers located below the victim. The total far-end noise $n(t)$ is obtained by superposing the contributions from all attackers:

$$n(t) = \sum_{p \in P_{up}} y(t, p, C_{up}) + \sum_{p \in P_{dn}} y(t, p, C_{dn})$$ (5.75)

Assuming that the attackers are independent zero-mean random processes makes the derivation of the power spectral density $S_N(f)$ of $n(t)$ easier. Since there are no cross-correlation terms to consider, the power spectral density of the sum is simply the sum of the individual power spectral densities:

<table>
<thead>
<tr>
<th>Attacker Position (µm)</th>
<th>Simulated Far-End Noise Power</th>
<th>$\int_{-\infty}^{\infty} S_Y(f, p, C_A) df$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.138 nW</td>
<td>0.139 nW</td>
</tr>
<tr>
<td>1000</td>
<td>1.153 nW</td>
<td>1.154 nW</td>
</tr>
<tr>
<td>2000</td>
<td>3.571 nW</td>
<td>3.561 nW</td>
</tr>
</tbody>
</table>
Substituting the expression for $S_Y(f, p, C_A)$ yields:

$$S_N(f) = \sum_{p \in P_p} S_X(f) \left| F(j2\pi f, C_{xp}) \right|^2 \left| G(j2\pi f, p) \right|^2 + \sum_{p \in P_n} S_X(f) \left| F(j2\pi f, C_{dn}) \right|^2 \left| G(j2\pi f, p) \right|^2 \tag{5.77}$$

or

$$S_N(f) = S_X(f) \left| F(j2\pi f, C_{xp}) \right|^2 \sum_{p \in P_p} \left| G(j2\pi f, p) \right|^2 + S_X(f) \left| F(j2\pi f, C_{dn}) \right|^2 \sum_{p \in P_n} \left| G(j2\pi f, p) \right|^2 \tag{5.78}$$

Since the number of attackers is very large, the two discrete sums can be approximated by integrals:

$$\sum_{p \in P} \left| G(j2\pi f, p) \right|^2 \approx \frac{1}{2\pi} \int_{0}^{\pi} \left| G(j2\pi f, p) \right|^2 dp \tag{5.79}$$

With
the power spectral density of the far-end noise becomes

\[ S_n(f) = S_x(f) |F(j2\pi f, C_{up})|^2 |G_{eff}(j2\pi f, \lambda)|^2 + S_x(f) |F(j2\pi f, C_{dn})|^2 |G_{eff}(j2\pi f, \lambda_{dn})|^2 \]  \tag{5.81}

By definition, \( G_{eff}(j2\pi f, \lambda) \) can be interpreted as a position-invariant effective transfer function. It produces the same overall effect as all the position-dependant transfer functions combined. In other words, \( G_{eff}(j2\pi f, \lambda) \) aggregates the effect of all the attackers into a single effective attacker.

The validity of approximating the discrete sum by an integral to compute \( |G_{eff}(j2\pi f, \lambda)|^2 \) is confirmed by Figure 5.40. The error introduced by the approximation practically vanishes.

It is possible to derive a closed-form expression for \( |G_{eff}(j2\pi f, \lambda)|^2 \) by expanding \( G(j2\pi f, p) \) in term of exponential functions:

\[ G(j2\pi f, p) = \frac{R_s + Z_0}{2} e^{(\alpha+j\beta)p} + \frac{R_s - Z_0}{2} e^{-(\alpha+j\beta)p} \]  \tag{5.82}

The conjugate is:

\[ G^*(j2\pi f, p) = \frac{R_s + Z_0^*}{2} e^{(\alpha-j\beta)p} + \frac{R_s - Z_0^*}{2} e^{-(\alpha-j\beta)p} \]  \tag{5.83}

Taking the product yields:

\[ |G(j2\pi f, p)|^2 = \frac{|R_s + Z_0|^2}{4} e^{2\alpha p} + \frac{|R_s - Z_0|^2}{4} e^{-2\alpha p} \]

\[ + \frac{(R_s + Z_0)(R_s - Z_0^*)}{4} e^{2\beta p} + \frac{(R_s - Z_0)(R_s + Z_0^*)}{4} e^{-2\beta p} \]  \tag{5.84}

After some algebraic manipulations,

\[ |G(j2\pi f, p)|^2 = \frac{R_s^2 + |Z_0|^2}{2} \cosh(2\alpha p) + \frac{R_s^2 - |Z_0|^2}{2} \cos(2\beta p) \]

\[ + R_s R_0 \sinh(2\alpha p) - R_s X_o \sin(2\beta p) \]  \tag{5.85}

Integrating from \( p = 0 \) to \( L \) yields the desired closed-form expression:
The final expression for the power spectral density of far-end noise is obtained by substituting (5.86) into (5.81).

The power spectral density of the far-end noise is shown in Figure 5.41 for $a = 0.10$, $T = 1000$ ps, $V = 1.2$ V, $\tau = 10$ ps, and $\lambda = 1.00$ µm. As before, the other parameters represent a 2000-µm M5 interconnect with $r = 0.10$ Ω/µm, $I = 0.50$ pH/µm, and $c = 0.20$ fF/µm. The resistance of the driver holding the victim is $R_S = 50$ Ω while the line is terminated by a load $C_T$ of 10 fF. There are 2000 orthogonal attackers located above the victim and 2000 below.

The total power $P$ of the far-end noise can be computed analytically by integrating (5.81):
The result corresponding to the power spectrum of Figure 5.41 is 5.56 µW.

It is interesting to observe that $S_N(f)$ is proportional to $V^2 C_A^2 / \lambda$ at all frequencies. From (5.45), it is clear that $V^2$ measures the power of the attackers. The amount of power transferred to the victim line is also proportional to $|V_1/V_0|^2$ and therefore to $C_A^2$.

Furthermore, the far-end noise is proportional to the number of attackers, which is inversely proportional to $\lambda$. Not surprisingly, when the frequency is zero, $|H(j2\pi)| = 0$. In other words, the far-end noise has no DC component.

Part of a sample far-end voltage waveform produced via simulation is shown in Figure 5.42. The amplitude of the noise is only a few millivolts. Its power, computed numerically in the time-domain, converges to 5.57 µW after several cycles. The power matches the one computed analytically in the frequency domain.
For reference, the two-sided power spectral density of thermal noise is given by [5.24]:

\[ N_{\text{thermal}}(f) = \frac{1}{2} \frac{hf}{e^{2hf/kT} - 1} \]  

(5.88)

where \( k \) is Boltzmann’s constant (1.381 × 10^{-23} J/K) and \( h \) is Planck’s constant (6.626 × 10^{-34} J/Hz). The spectrum is shown in Figure 5.43 at room temperature (300 K). The power density is 0.002 nW/GHz, up to frequencies of 1000 GHz or so. Compared to the interlevel coupling noise of Figure 5.41, thermal noise is clearly negligible.

5.5.4 Probability Bounds on Interlevel Coupling Noise

This section uses the analytical expression for the power spectral density of the far-end noise \( S_N(f) \) given in (5.81) to formally derive a probabilistic bound for the magnitude of the noise.

The first step is to note that the far-end noise produced by a large number of independent attackers is approximately Gaussian, even though the noise due to a single attacker is not. The probability density functions shown in Figure 5.39 are even and have a mean of zero.
Their third central moment is therefore zero as well. Lyapunov’s central limit theorem states that the sum of \( N \) such random variables approaches a Gaussian distribution as \( N \) gets large, whether they share the same probability density function or not.

The next step is to analyze the probability that the far-end noise crosses a given level \( \varepsilon \). Let \( M \) be the mean number of level crossings per unit of time. \( M \) is given by Rice’s formula [5.28], [5.29]:

\[
M = M_0 e^{\frac{\varepsilon^2}{2P}}
\]  

(5.89)

where \( P \) is the power of the far-end noise of (5.87) and \( M_0 \) is the mean number of zero crossings per unit of time.

\( M_0 \) is given by:

\[
M_0 = 2 \sqrt{\frac{1}{P} \int_{-\infty}^{\infty} f^2 S_N(f) df}
\]

(5.90)

Figure 5.44 shows the level crossing rate derived analytically using Rice's formula for the far-end noise of Figure 5.41. It also shows the level crossing rate simulated numerically using 50 RLC sections and a time step of 0.2 ps.

The two curves follow the same trend: they decrease rapidly as \( \varepsilon \) increases. However, the level crossing rate simulated numerically for \( \varepsilon = 0 \) is slightly lower than the 50.1 crossings per cycle derived analytically.

The difference is due in part to the time step used for the numerical simulations. With 20 RLC sections, reducing the time step from 1.0 ps to 0.2 ps increases \( M_0 \) from 36.9 to 40.2 crossings per cycle. The difference is also due in part to the number of RLC sections used to model the victim line. \( M_0 \) is observed to increase from 40.2 to 43.0 crossings per cycle as the number of RLC sections increases from 20 to 50.

Numerically converging on the level crossing rate gets increasingly difficult as \( \varepsilon \) increases. Getting an accurate average requires the observation of several crossings. As the number of crossings becomes rarer, the simulation times increase rapidly.
For the far-end interlevel coupling noise of Figure 5.41 where $P = 5.56$ $\mu$W and $M_0 = 50.1 \times 10^9$ crossings per second, it takes on average 10 years for the far-end noise to traverse the 22.2-mV level. For practical purposes, it is therefore reasonable to assume that the noise never exceeds that level.

5.6 Summary

The power required for global clock distribution is fairly small, but not negligible. Using minimum rectilinear Steiner trees (MRSTs), it is shown that when the number of loads is very small, the fixed interconnect cost associated with a full or partial clock grid makes H-trees a better choice for minimizing power. However, as the number of loads increases, the difference between the three structures is found to practically vanish. It is also shown that the dispersion of the loads significantly impacts the total length of the wires required to connect them, and therefore, the power required for global clock distribution.
It is observed that most of the skew and jitter compensation strategies require sending signals over long distances and across multilevel interconnect structures, where the capacitive coupling between adjacent layers creates interlevel coupling noise.

The power spectral density $S_N(f)$ for this interlevel coupling noise at the far-end of a victim line is rigorously derived. The result is a novel closed-form expression that accounts for the switching activity of the attackers and the electrical parameters of the victim:

$$S_N(f) = S_X(f) \left| F(j2\pi f, C_{\text{up}}) \right|^2 \left| G_{\text{eff}}(j2\pi f, \lambda_{\text{up}}) \right|^2$$

$$+ S_X(f) \left| F(j2\pi f, C_{\text{down}}) \right|^2 \left| G_{\text{eff}}(j2\pi f, \lambda_{\text{down}}) \right|^2$$  \hspace{1cm} (5.91)

where $S_X(f)$, $F(s, C_A)$, and $|G_{\text{eff}}(j2\pi f, \lambda)|^2$ are respectively given by (5.46), (5.71) and (5.86). The first term represents the interlevel coupling noise caused by the attackers located above the victim. The second term is the noise due to the attackers below it.

With parameters typical for 130-nm global interconnects, interlevel coupling noise dominates thermal noise.

A probabilistic bound for the magnitude of the interlevel coupling noise is then derived. It formally shows that for attackers with an uncorrelated switching activity, the assumption that the conductors orthogonally routed above and below the victim behave as a quiet metal plane is statistically very good.
CHAPTER 6

Power-Supply Noise

Power-supply noise tends to produce a significant amount of clock jitter. This chapter examines the common (but typically implicit) assumption that minimizing the worst-case supply voltage drop minimizes the degradation in system performance. First, the impact of power-supply noise on the timing of a device driving a capacitive load is mathematically analyzed using the quasi-linear device model proposed in Chapter 2. Then, more general delay models are derived for device-dominated and interconnect-dominated timing paths. For typical circuits satisfying the locality assumption, Section 6.2 shows that the peak of the noise is largely uncorrelated with its timing impact and that the average supply voltage during switching is more important. Section 6.3 derives a model that accurately predicts the timing impact of the power-supply noise for long interconnects. It is pointed out that for repeated wires, the differential component of a voltage drop can potentially have a greater timing impact than the common-mode component. Circuit arguments are then given to justify why the global interconnects used for clock distribution are particularly vulnerable. In Section 6.4, realistic values for the model parameters are measured on a 2.53-GHz Pentium® 4 microprocessor. The measurements are analyzed in Section 6.5 and strongly suggest that the timing impact of the noise is likely to increase for future technology generations.

6.1 Overview and Impact on Device Timing

In the power distribution literature, it is well understood that power-supply noise is undesirable. This noise can reduce oxide reliability [6.1] and make SRAM cells unstable [6.2]. It can also impact performance.
Most of the literature concerned with the timing impact of the noise concentrates on the maximum voltage fluctuation created by the simultaneous switching of a large number of transistors. In [6.3] for instance, Zheng and Tenhunen postulate that it is more useful to know the peak of the noise rather than its time-domain characteristics. Consequently, they propose equations to efficiently compute this peak, under the assumption that all the gates that switch do so at the same time. Other authors have proposed simple analytical models for the time-domain characteristics of the power-supply noise caused by off-chip drivers, again in order to predict its peak. In [6.4], [6.5], equations are derived to describe how this peak is affected by the number of switching and quiet drivers. However, these equations are specific to the context of off-chip drivers and assume that the drivers share an ideal on-chip power supply. Finally, numerous authors have written about the tools and methodologies used in practice to analyze the power-supply noise for an entire chip [6.6]–[6.8]. Once more, these techniques focus on predicting the worst-case voltage drop in order to minimize it.

From a system perspective however, one could argue that the worst-case power-supply noise is only indirectly important. The reason is that in practice, the power-supply noise tends to impact timing before causing other failures. When this is the case, the performance impact of the noise (in GHz) is more relevant than the noise itself (in mV).

The idea that the power-supply noise is only indirectly important is supported by recent empirical evidence. This evidence suggests that the relationship between the magnitude of the noise and its impact on performance is far from being simple. For the 130-nm Pentium® 4 microprocessor shown in Figure 6.1, the results presented in [6.9] indicate that removing a large amount of on-chip decoupling capacitance can actually makes some timing paths faster instead of slower. The results also show that, sometimes, the on-chip decoupling capacitors have almost no impact on frequency, even when their effect on the power-supply noise is large [6.10].

Despite this a priori counter-intuitive relationship, very little work has been done to understand the timing impact of power-supply noise. One reason for this could be the sheer complexity of performing an integrated analysis. For a high-frequency
microprocessor, predicting the timing impact would require a model capable of describing the switching behavior of each transistor as a function of the instructions being processed. This assumes that the instruction sequence maximizing the timing impact of the noise (not just its peak) can somehow be identified or approximated, perhaps by adapting some of the ideas presented in [6.11]. Predicting the timing impact would also require a model for the on-chip power distribution network, package, socket, system board, and voltage regulator. Unfortunately, integrating all these models to perform timing analysis is not yet practical [6.6], [6.12], [6.13]. Currently, the performance impact of the power-supply noise can only be analyzed for simple circuits, despite the use of simplifying statistical assumptions [6.14].

This section derives a simple analytical model to determine the timing impact of the power-supply noise on a device discharging a load capacitance.
6.1.1 Output Waveform of a Device Discharging a Capacitive Load

The purpose of this section is to mathematically describe the output waveform of a device discharging a capacitance \( C_{\text{load}} \) when the device is subjected to power-supply noise. More specifically, the goal is to determine when the output waveform crosses its 50% point and what its transition time is. The derivation is based on the transistor equations proposed in Chapter 2 and is much more general than the one proposed in [6.15].

According to Sakurai and Newton in [6.16] and [6.17], drain current of a transistor in saturation is given by:

\[
I_D = I_{D0} \left( \frac{V_{GS} - V_T}{V_0 - V_T} \right)^n (1 + \lambda V_{DS})
\] (6.1)

where \( V_{GS} \) is the gate-to-source voltage, \( V_{DS} \) is the drain-to-source voltage, \( V_T \) is the threshold voltage, \( \lambda \) is the channel-length modulation factor, and \( I_{D0} (1 + \lambda V_0) \) is the drain current at \( V_{GS} = V_{DS} = V_0 \). It is worth emphasizing that \( V_0 \) is not a free variable because of the link to \( I_{D0} \). \( V_0 \) only indicates the voltage at which \( I_{D0} \) is characterized. Its value cannot be changed independently. Here, the characterization voltage \( V_0 \) is arbitrarily chosen to correspond to the nominal supply voltage \( V_{CC} - V_{SS} \) of 1.5 V.

In [6.15], the authors implicitly make two questionable assumptions. First, they assume that channel-length modulation is negligible (i.e. \( \lambda = 0 \)). For the technology described in [6.18], this is clearly incorrect. As shown in Figure 6.2, the drain current is not constant.
in saturation. On the contrary, it is a fairly strong function of $V_{DS}$. They also assume that $I_{D0}$ is independent of $V_0$. This is a problem because if $I_{D0}$ and $V_0$ are treated as independent variables, then (6.1) becomes non-physical. For a given device, the drain current should only be a function of $V_{GS}$ and $V_{DS}$ (as in Figure 6.2). Making $I_{D0}$ and $V_0$ independent introduces an artificial (and absurd) dependency on the characterization voltage.

The derivation proposed here assumes the four independent perturbations shown in Figure 6.3. The low and high voltages of the input waveform are respectively $(V_{SS} + \Delta V_{low})$ and $(V_{CC} + \Delta V_{high})$ to reflect the power-supply noise affecting the previous stage. The local power and ground levels are $(V_{CC} + \Delta V_{CC})$ and $(V_{SS} + \Delta V_{SS})$. The four independent perturbations make this derivation more general than the one proposed in [6.15], where only two cases are considered: no noise from the previous stage ($\Delta V_{low} = \Delta V_{high} = 0$) and same noise for the two stages ($\Delta V_{low} = \Delta V_{SS}$, $\Delta V_{high} = \Delta V_{CC}$).

Based on Figure 6.3, the gate voltage is a ramp. It is given by:
\[ V_G(t) = (V_0 + \Delta V_{high} - \Delta V_{low}) \frac{t}{t_r} + \Delta V_{low} \]  \hspace{1cm} (6.2)

The time at which the device starts conducting (i.e. the time at which the device goes from cutoff to saturation) is when \( V_{GS}(t) = V_G(t) - \Delta V_{SS} \) reaches the saturation condition defined by (2.17). This occurs at:

\[ t_{sat} = \frac{V_t - \frac{g_a}{g_m} (V_0 + \Delta V_{CC} - \Delta V_{SS} - V_{DS0}) - \Delta V_{low} + \Delta V_{SS}}{V_0 + \Delta V_{high} - \Delta V_{low}} t_r \]  \hspace{1cm} (6.3)

The output voltage after time \( t_{sat} \) obeys the following differential equation, for as long as the device remains in saturation:

\[ -C_{load} V'_{out}(t) = I_D(V_{GS}(t), V_{DS}(t)) \]  \hspace{1cm} (6.4)

where \( V_{DS}(t) = V_{out}(t) - \Delta V_{SS} \). This definition for \( V_{DS}(t) \) assumes that \( V_{out}(t) \) is referenced to \( V_{SS} \), the quiet ground voltage. The drain current \( I_D \) is given by (2.16):

\[ -C_{load} V'_{out}(t) = g_{m} (V_G(t) - \Delta V_{SS} - V_t) + g_{d} (V_{out}(t) - \Delta V_{SS} - V_{DS0}) \]  \hspace{1cm} (6.5)

Equation (6.4) is of the form:

\[ -\frac{C_{load}}{g_d} V'_{out}(t) - V_{out}(t) = mt - b \]  \hspace{1cm} (6.6)

where \( m \) and \( b \) are time-invariant:

\[ m = \frac{g_m V_0 + \Delta V_{high} - \Delta V_{low}}{g_D t_r} \] \hspace{1cm} (6.7)
\[ b = \frac{g_m (V_t - \Delta V_{low} + \Delta V_{SS}) + V_{DS0} + \Delta V_{SS}}{g_D} \]

With (6.7), \( t_{sat} = (b - V_0 - \Delta V_{CC}) / m \). The particular solution with initial condition \( V_{out}(t_{sat}) = V_{init} \) is:

\[ V_{out}(t) = \left( m \left( t_{sat} - \frac{C_{load}}{g_D} \right) - b + V_{init} \right) e^{-\frac{g_m}{g_D} (t - t_{sat})} - \left( m \left( t - \frac{C_{load}}{g_D} \right) - b \right) \]  \hspace{1cm} (6.8)

The initial voltage \( V_{init} \) is determined by the noise on \( V_{CC} \) and is \( V_0 + \Delta V_{CC} \). The device is expected to remain in saturation as the output waveform crosses the 50% point. As shown
in Figure 6.2, the drain-to-source voltage must fall well below $V_0 / 2$ for the device to enter its linear region of operation. When the input transition time is slow, the output waveform may cross the 50% point early, while the input is still rising. In this case, the time at which the output crosses the 50% point can be obtained from (6.8) by solving $V_{out}(t) = 50% \times V_0$:

$$t_{out50\%,early} = \frac{b - \frac{1}{2}V_0}{m} + \frac{C_{load}}{g_D} \left[ W\left( \frac{g_D}{C_{load}} \frac{mt_{out} - b + V_{init}}{m} \right) e^{\frac{g_D}{C_{load}} \frac{mt_{out} - b + V_{init}}{m}} + 1 \right]$$  \hspace{1cm} (6.9)$$

where $W(\cdot)$ is the Lambert $W$ function. At $t = t_T$, the input voltage stabilizes to $V_0 + \Delta V_{high}$. The rest of the derivation assumes that the output crosses the 50% point after that time. The output voltage at $t_T$ is given by (6.8):

$$V_{out}(t_T) = \left\{ m \left( t_{out} - \frac{C_{load}}{g_D} - b + V_{init} \right) e^{-\frac{g_D}{C_{load}} \left( t_{out} - t_T \right)} \right\} - \left\{ m \left( t_T - \frac{C_{load}}{g_D} \right) - b \right\}$$  \hspace{1cm} (6.10)$$

For $t > t_T$, the output voltage decreases according to the following differential equation:

$$-C_{load}V''_{out}(t) = I_D(V_0 + \Delta V_{high} - \Delta V_{SS}, V_{out}(t))$$  \hspace{1cm} (6.11)$$

Equation (6.11) is of the form:

$$-\frac{C_{load}}{g_D} V''_{out}(t) - V_{out}(t) = mt_T - b$$  \hspace{1cm} (6.12)$$

The solution to (6.12) satisfying (6.10) is:

$$V_{out}(t) = (mt_T - b + V_{out}(t_T)) e^{-\frac{g_D}{C_{load}} (t - t_T)} - (mt_T - b)$$  \hspace{1cm} (6.13)$$

Solving (6.13) for 50% $\times V_0$ yields $t_{out50\%,late}$:

$$t_{out50\%,late} = t_T + \frac{C_{load}}{g_D} \log \frac{mt_T - b + V_{out}(t_T)}{mt_T - b + \frac{1}{2}V_0}$$  \hspace{1cm} (6.14)$$

Using (6.10) for $V_{out}(t_T)$ yields:
Equation (6.15) is valid when $t_{\text{out50\%, late}} > t_T$.

The details of the output waveform beyond the 50% point are ignored. As shown in Figure 6.3, the tangent at that point is reasonably representative of the output transition time.

Figure 6.4 shows that (6.8) and (6.13) can be used to accurately predict the time at which the output crosses the 50% point in the presence of power-supply noise. The simulated waveforms are considered exact. The transition time of the input ramp varies from 15 ps to 50 ps. The output capacitance is 20 fF. The device parameters are $g_{D0} = 1.13$ mA/µm, $g_{D0} = 0.22$ mA/µm, $V_T = 0.60$ V, and $V_{DS0} = 0.40$ V. They are derived from the I-V curves produced by the simulator and are discussed in Chapter 2. The noise parameters are $\Delta V_{\text{low}} = 0.1$ V, $\Delta V_{\text{high}} = 0.1$ V, $\Delta V_{\text{CC}} = 0.2$ V, and $\Delta V_{\text{SS}} = -0.1$ V. The output waveforms predicted by the model closely match the simulated ones. As expected, they start to diverge when the output voltage falls below $V_{DS0}$. There, the device no longer operates in
saturation and (6.8) and (6.13) cease to be valid. All output waveforms reach $V_0 / 2$ well before starting to diverge from the simulated curves.

6.1.2 Impact of Power-Supply Noise on Delay and Transition Time

This section uses the mathematical description of the output waveform derived in 6.1.1 to model the timing impact of power-supply noise.

By definition, the delay $d$ of the device is $t_{out50\%} - t_{in50\%}$. The input ramp described by (6.2) crosses its 50% point at:

$$t_{in50\%} = \frac{1}{2} \frac{V_0 - \Delta V_{low}}{V_0 + \Delta V_{high} - \Delta V_{low}} - t_T$$

(6.16)

The time at which the output crosses its 50% point is obtained by combining (6.9) and (6.15):

$$t_{out50\%} = t_{out50\%, early} + (t_{out50\%, late} - t_{out50\%, early}) u(t_{out50\%, early} - t_T)$$

(6.17)

The expression for $t_{out50\%}$ assumes that $t_{out50\%, early}$ occurs before $t_T$. If not, the unit step function $u(\cdot)$ becomes 1 and corrects the assumption.

The device delay is therefore:

$$d = t_{out50\%, early} - t_{in50\%} + (t_{out50\%, late} - t_{out50\%, early}) u(t_{out50\%, early} - t_T)$$

(6.18)

Equation (6.19) is exact. It allows the time at which the input ramp stops rising to precede or follow the time at which the output reaches its 50% point.

The output transition time is defined by extrapolating the tangent at the 50% point until it reaches the noisy power supply voltages:

$$t_{out} = -\frac{V_0 + \Delta V_{CC} - \Delta V_{SS}}{V'_out(t_{out50\%})}$$

(6.19)

Since the output is falling, the derivative is negative. The minus sign makes the transition time positive.

From (6.6), when the input ramp is still rising:
\[ V_{\text{out}}'(t) = -\frac{g_D}{C_{\text{load}}} (mt - b + V_{\text{out}}(t)) \]  

(6.20)

At time \( t_{\text{out} 50\%} \) in particular \( V_{\text{out}} = V_0 / 2 \). If \( t_{\text{out} 50\%} \) occurs before \( t_T \),

\[ V_{\text{out}}'(t_{\text{out} 50\%, \text{early}}) = -\frac{g_D}{C_{\text{load}}} (mt_{\text{out} 50\%, \text{early}} - b + \frac{1}{2} V_0) \]  

(6.21)

After time \( t_T \), from (6.12):

\[ V_{\text{out}}'(t) = -\frac{g_D}{C_{\text{load}}} (mt_T - b + V_{\text{out}}(t)) \]  

(6.22)

Thus, if the output reaches its 50\% point after \( t_T \):

\[ V_{\text{out}}(t_{\text{out} 50\%, \text{late}}) = -\frac{g_D}{C_{\text{load}}} (mt_T - b + \frac{1}{2} V_0) \]  

(6.23)

The two expressions for the derivative of \( V_{\text{out}} \) at \( t_{\text{out} 50\%} \) can be combined as before:

\[ V_{\text{out}}'(t_{\text{out} 50\%}) = V_{\text{out}}'(t_{\text{out} 50\%, \text{early}}) + (V_{\text{out}}'(t_{\text{out} 50\%, \text{late}}) - V_{\text{out}}'(t_{\text{out} 50\%, \text{early}}))u(t_{\text{out} 50\%, \text{early}} - t_T) \]  

(6.24)

After substitution, this simplifies to:

\[ V_{\text{out}}'(t_{\text{out} 50\%}) = -\frac{g_D}{C_{\text{load}}} \left[ mt_{\text{out} 50\%, \text{early}} - m(t_{\text{out} 50\%, \text{early}} - t_T)u(t_{\text{out} 50\%, \text{early}} - t_T) - b + \frac{1}{2} V_0 \right] \]  

(6.25)

and the transition time becomes:

\[ t_{\text{out}} = \frac{C_{\text{load}}}{g_D} \frac{V_0 + \Delta V_{\text{CC}} - \Delta V_{\text{SS}}}{mt_{\text{out} 50\%, \text{early}} - m(t_{\text{out} 50\%, \text{early}} - t_T)u(t_{\text{out} 50\%, \text{early}} - t_T) - b + \frac{1}{2} V_0} \]  

(6.26)

Together, (6.18) and (6.26) describe how the delay and the output transition time of a device discharging a capacitive load are impacted by power-supply noise.

Figure 6.5 shows the accuracy of (6.18) for \( C_{\text{load}} = 40 \text{ fF} \) and \( t_T = 50 \text{ ps} \). The four noise parameters (\( \Delta V_{\text{low}}, \Delta V_{\text{high}}, \Delta V_{\text{CC}}, \) and \( \Delta V_{\text{SS}} \)) are varied one-by-one. While one of the parameters is swept, the remaining ones remain fixed at zero. Clearly, the model accurately predicts the delay sensitivity to power-supply noise.
Figure 6.6 compares the output transition times predicted by (6.26) to the simulated ones. The impact is accurately captured for $\Delta V_{\text{high}}$, $\Delta V_{\text{CC}}$, and $\Delta V_{\text{SS}}$. It is interesting, but not surprising, to note that $\Delta V_{\text{low}}$ has no effect on the output transition time. If $t_{ou50\%}$ occurs after $t_T$ then (6.27) becomes:
At $t_{\text{out}50\%}$, the gate-to-source voltage is $V_0 + \Delta V_{\text{high}} - \Delta V_{SS}$ and the drain-to-source voltage is $V_0 / 2 - \Delta V_{SS}$. These two voltages fix the drain current according to (2.16) and $V'_{\text{out}}$ according to (6.4).

### 6.2 Modeling for Device-Dominated Paths

The timing paths of a typical high-frequency microprocessor can be classified as either device-dominated or interconnect-dominated. Device-dominated paths tend to be localized to the same area of the chip (because they do have short wires). The devices forming such a path share similar power ($V_{CC}$) and ground ($V_{SS}$) voltages. On the other hand, interconnect-dominated paths are almost always distributed since they are constructed using long wires. The devices along an interconnect-dominated path generally receive different power and ground voltages.

This section shows that for typical device-dominated paths, the peak of the power-supply noise is largely irrelevant. It demonstrates that the average supply voltage, when taken over the appropriate time window, is useful to accurately predict the delay impact of the noise. Interconnect-dominated are discussed in Section 6.3.

Here, the power and ground voltages are assumed the same everywhere. In other words, the power-supply noise simultaneously affects all devices. Under this locality assumption, $\Delta V_{\text{low}} = \Delta V_{SS}$ and $\Delta V_{\text{high}} = \Delta V_{CC}$. Generally, $\Delta V_{CC}$ and $\Delta V_{SS}$ are both non-zero. They define the effective supply voltage $V$ applied to the devices:

$$V = (V_{CC} + \Delta V_{CC}) - (V_{SS} + \Delta V_{SS}) = V_0 + \Delta V_{CC} - \Delta V_{SS}$$

(6.28)

When all the devices share the same power and ground voltages, increasing $\Delta V_{CC}$ is equivalent to decreasing $\Delta V_{SS}$. It is convenient to write:
because it makes the 50% point of \( V \) coincide with the 50% point of \( V_0 \). This is important because the delay of (6.18) and output transition time of (6.26) are given with respect to 50% \( \times \) \( V_0 \). When the locality assumption holds, \( \Delta V \) represents the power-supply noise.

### 6.2.1 Delay Versus Supply Voltage

It is well known that the delay of a simple inverter is inversely related to \( V \) and that the relationship is generally non-linear [6.16]. It is perhaps less obvious that in a technology like the one described in [6.18], nearly the same delay-versus-voltage relationship holds for a wide range of gates. Figure 6.7 shows how the delay changes for an inverter, two NAND gates, two NOR gates, a full adder, and a multiplexer when the supply voltage changes. For the NAND and NOR gates, two curves are shown: one for the fastest input switching, and the other for the slowest input switching. Although the curves are reasonably linear around \( V_0 = 1.5 \) \( V \), they still exhibit a noticeable quadratic component. The gates are characterized in chains, each one driving a copy of itself. The rising and falling delays are averaged. When nearly the same delay-versus-voltage curve holds for a
wide range of gates, it is reasonable to assume that the average of these curves also holds for all device-dominated paths.

The following derivation uses the results of Section 6.1 to determine the delay-versus-voltage curve of an inverter. Under the locality assumption and from (6.29), the input ramp crosses its 50% point at:

\[ t_{m50\%} = \frac{1}{2} t_T \] (6.30)

The initial voltage becomes:

\[ V_{\text{init}} = V_0 + \frac{1}{2} \Delta V \] (6.31)

and the device starts conducting at:

\[ t_{\text{sat}} = \frac{V_T - \frac{g_m}{g_D} (V_0 + \Delta V - V_{DS0})}{V_0 + \Delta V} t_T \] (6.32)

Also,

\[ m = \frac{g_m}{g_D} \frac{V_0 + \Delta V}{t_T} \]
\[ b = \frac{g_m}{g_D} V_T + V_{DS0} - \frac{1}{2} \Delta V \] (6.33)

The delay \( d(t_T, C_{\text{load}}, \Delta V) \) and the output transition time \( t_{\text{out}}(t_T, C_{\text{load}}, \Delta V) \) are still given by (6.18) and (6.26), respectively.

For an inverter part of a device-dominated path, the input transition time is the output transition time of the previous stage. The stage delay is obtained by substituting the output transition time of (6.26) for \( t_T \) in (6.18):

\[ d_{\text{stage}} = d(t_{\text{out}}, C_{\text{load}}, \Delta V) \] (6.34)

Since \( t_{\text{out}} \) is itself a function of \( t_T \), \( t_T \) must be chosen such that the following equality holds:

\[ t_T = t_{\text{out}}(t_T, C_{\text{load}}, \Delta V) \] (6.35)

An approximate solution to this equation is given by (6.27):
The approximation assumes that the gate voltage is close to its maximum when the output crosses its 50% point. When \( t_{\text{load}50\%} \) occurs after \( t_r \), (6.36) is exact. Under this assumption, the stage delay becomes:

\[
d_{\text{stage}}(C_{\text{load}}, \Delta V) = d\left( \frac{C_{\text{load}}(V_0 + \Delta V)}{g_G(V_0 + \Delta V - V_r) + g_D(\frac{1}{2}(V_0 + \Delta V) - V_{\text{DSQ}})}\right), C_{\text{load}}, \Delta V \right)
\]

(6.37)

The delay-versus-voltage relationship for a chain of inverters implied by (6.37) is obtained by scaling the normalized stage delay. The path delay \( D \) is:

\[
D = D_0 \frac{d_{\text{stage}}(C_{\text{load}}, \Delta V)}{d_{\text{stage}}(C_{\text{load}}, 0)}
\]

(6.38)

where \( D_0 \) is the path delay when there is no noise.

It is remarkable (and non-obvious) that the delay-versus-voltage relationship of (6.38) does not change when \( C_{\text{load}} \) does. The reason is that \( d_{\text{stage}}(C_{\text{load}}, \Delta V) \) can be factored as follows:

\[
d_{\text{stage}}(C_{\text{load}}, \Delta V) = C_{\text{load}} \Phi(\Delta V)
\]

(6.39)

where \( \Phi(\Delta V) \) is independent of \( C_{\text{load}} \).

**Proof:** The stage delay defined in (6.37) can be written as:

\[
d_{\text{stage}}(C_{\text{load}}, \Delta V) = d(C_{\text{load}}, \Phi_1(\Delta V), C_{\text{load}}, \Delta V)
\]

(6.40)

The input transition time, the saturation time, and \( m \) become:

\[
t_{\text{in50\%}} = \frac{1}{2}C_{\text{load}} \Phi_1(\Delta V) = C_{\text{load}} \Phi_2(\Delta V)
\]

(6.41)

\[
t_{\text{sat}} = \frac{V_r - \frac{g_m}{g_G} (V_0 + \Delta V - V_{\text{th}0})}{V_0 + \Delta V} C_{\text{load}} \Phi_1(\Delta V) = C_{\text{load}} \Phi_3(\Delta V)
\]

(6.42)

\[
m = \frac{g_G}{g_D} \frac{V_0 + \Delta V} {C_{\text{load}} \Phi_1(\Delta V)} = \frac{\Phi_4(\Delta V)}{C_{\text{load}}}
\]

(6.43)

Substituting in (6.9) and (6.15) yields:
Finally, (6.18) becomes:

\[ \tau_{out50\% early} = C_{load} \left[ \frac{b - \frac{1}{2}V_0}{g_D} + \frac{1}{g_D} \left[ W' \left( \frac{g_D \phi_3 \frac{d}{4} - \frac{1}{2}X_{inle} - 1 \right) g \left( \frac{g_D}{\phi_4} \frac{d}{4}X_{inle} \right) + 1 \right] \right] = C_{load} \phi_4(\Delta V) \]  \(6.44\)

\[ \tau_{out50\% late} = C_{load} \left[ \phi_2 + \frac{1}{g_D} \log \frac{\phi_4 \left( \frac{d}{4}X_{inle} - 1 \right) - b + V_{load}}{\phi_4 - \frac{1}{2}V_0} \right] = C_{load} \phi_6(\Delta V) \]  \(6.45\)

This is the definition for \(d_{stage}\) and concludes the proof.

Equation (6.38) implicitly neglects the short-circuit current of the inverters. By approximating each output waveform by its tangent at the 50% point, it also underestimates the transition times. Nevertheless, as shown in Figure 6.8, the delay-versus-voltage relationship predicted by (6.38) closely matches the simulated one. This indicates that the ramp approximation is reasonable.
Because the inverter is faster than the other logic gates of Figure 6.7, its delay-versus-voltage relationship is only an estimate for the average relationship mentioned earlier. When more accuracy is needed, the average delay-versus-voltage relationship can be empirically characterized as follows:

\[
\Delta V = \left( k_1 \left( \frac{\Delta V}{V_i - V_t} \right) + k_2 \left( \frac{\Delta V}{V_i - V_t} \right)^2 \right) + 2T \Delta V
\]

(6.47)

The technology-dependent coefficients \( k_1 \) and \( k_2 \) have no units. In Figure 6.7, \( k_1 \) is between 0.76 and 1.06 while \( k_2 \) is between 1.03 and 1.37.

6.2.2 Impact of Power-Supply Noise on Delay

In (6.38) and (6.47), \( \Delta V \) is assumed constant (time-invariant). When the supply voltage varies slowly with respect to the clock period, this is reasonable. Assuming a constant \( \Delta V \) makes the timing impact of the power-supply noise easier to predict: the worst-case delay corresponds to the worst-case noise that can occur when a path switches. In other words, when the supply voltage varies slowly, the delay degradation is proportional to the peak of the noise.
But in reality, $\Delta V$ varies with time. To better understand how a rapid supply voltage variation impacts timing, it is useful to run a few simulations. For this purpose, a triangular noise pulse of amplitude $N_a$ and width $N_w$ is applied to three sample circuits: a magnitude comparator, a shifter, and a Wallace adder tree [6.19]. The simulation setup is shown in Figure 6.9. As mentioned earlier, the power and ground voltages are assumed common for all devices because device-dominated paths are typically localized. On the rising edge of the clock, the first flip-flop launches its data. The data then propagates through logic gates and interconnects. It finally stops at the state node of the next sequential element, where it is captured. The time required to reach that state node defines the switching window of each circuit.

When the peak of the noise increases, the delay of each circuit increases. As shown in Figure 6.10, the variation is almost linear. Each curve is expected to have a different slope because each circuit has a different delay. Since the Wallace adder tree is the slowest, the duration of the noise perturbation is a smaller fraction of its delay and the overall impact of the perturbation is smaller. Because the magnitude comparator and the shifter have roughly the same delay, their noise sensitivity is comparable.

Figure 6.10: Delay versus noise pulse amplitude.
When the width of the pulse increases, the delay increases as shown in Figure 6.11. The pulse width is given as a fraction of the 395-ps cycle time. As before, the variation is almost linear. The curves have different slopes because the delay of each path is different. The Wallace adder tree is still the least sensitive because it is the slowest circuit.

Mathematically, the delay $D$ of each circuit can be written as:

$$D = D_0[1 - f(N_a)N_a - g(N_a)N_w - \phi(N_a, N_w)]$$  \hspace{1cm} (6.48)

where $f$ and $g$ are the path-dependent noise sensitivity factors and $\phi(N_a, N_w)$ is a function capturing the higher-order delay dependencies. Of course, $f$ is a function of $N_w$ and $g$ is a function of $N_a$:

$$f(N_w) = f_0 + f_1N_w + f_2N_w^2 + ...$$
$$g(N_a) = g_0 + g_1N_a + g_2N_a^2 + ...$$  \hspace{1cm} (6.49)

Since the delay variation is zero when $N_w = 0$ or when $N_a = 0$, $f_0 = g_0 = 0$. The fact that the delay of each circuit is practically linear with respect to both the amplitude and the width of the noise pulse is remarkable. It suggests that $\phi(N_a, N_w) \approx 0$. It also implies that $f_n \approx g_n \approx 0$ for $n > 1$. Under these circumstances, (6.48) becomes:
Equation (6.50) means that a short pulse with a large amplitude can have the same effect as a wider pulse with a smaller amplitude. From a timing standpoint, it is thus reasonable to postulate that the actual shape of the noise pulse is largely irrelevant and that only its average value is important.

6.2.3 Model Validation

To verify that only the average value of \( V \) is important, multiple random noise waveforms like the ones shown in Figure 6.12 are generated and applied to the three sample circuits. The waveforms are constructed using 4 points. Their amplitude is uniformly distributed between \(-25\%\) and \(+25\%\) of \( V_0 \). The duration of the noise perturbations is swept from 10% to 50% of the cycle time (395 ps) to model rapid supply voltage variations.

First, a random waveform is generated and the response of the three circuits is simulated. The average value of \( V \) is computed for each path during its switching interval. This interval starts when the rising edge of the clock reaches \( 50\% \times V_0 \) and ends when the state node of the receiving sequential element reaches its 50% point. When a circuit is done switching, the power-supply noise no longer impacts its timing. Since each circuit is
different, the switching intervals are different. Because the average supply voltage is computed during the switching intervals, the average supply voltages are different as well. The length of the switching interval of each circuit is recorded as its delay together with the average value of $V$. Next, another random waveform is generated and a new simulation is performed. The process is repeated several times.

The results are shown in Figure 6.13, superimposed on the delay-versus-voltage curves of Figure 6.7. Clearly, the two correlate well. This good correlation is remarkable because it holds even when the peak of the power-supply noise reaches 25% of $V_0$, a value well above the 10% often budgeted in practice.

Because of this good correlation, the average noise during switching $N_{avg}$ can be used to predict the timing impact:

$$D = D_0 \left[ 1 - k_1 \frac{N_{avg}}{V_0 - V_t} + k_2 \left( \frac{N_{avg}}{V_0 - V_t} \right)^2 \right] \approx D_0 \left[ 1 - k_1 \frac{N_{avg}}{V_0 - V_t} \right]$$  \hspace{1cm} (6.51)

When $N_{avg}$ is small, the quadratic component can be neglected.
6.2.4 Metric for the Performance of Power Distribution Networks

Traditionally, the performance of power distribution networks is measured by the worst-case instantaneous supply voltage drop. However, as shown in the previous section, a large instantaneous supply voltage drop may or may not significantly perturb delay. The duration of the supply voltage drop is as important as its magnitude.

Equation (6.51) suggests a new metric for the performance of power distribution networks: the peak of an \( n \)-cycle moving average. This metric considers the timing impact of the power-supply noise, not just its magnitude.

In non-transparent designs, the critical paths have a length of about (but slightly less than) one clock cycle. The switching window of these critical paths is thus one approximately clock cycle. Taking the average of the power-supply noise during their switching window is therefore equivalent to taking a moving average of the power-supply noise with \( n = 1 \). Mathematically, the moving average at time \( x \) is:

\[
N_{\text{avg}}(x,n) = \frac{1}{nT_{\text{cycle}}} \int_{x-(n-1)T_{\text{cycle}}}^{x-nT_{\text{cycle}}} (\Delta V_{\text{CC}}(t) - \Delta V_{\text{SS}}(t)) dt
\]

where \( T_{\text{cycle}} \) is the cycle time. The peak drop of the moving average measures the timing impact of the noise:

\[
\hat{N}_{\text{avg}}(n) = \min_x [N_{\text{avg}}(x,n)]
\]

Some design styles (e.g. latch-based or domino logic) allow critical paths spanning multiple cycles \( (n > 1) \). Since these long transparent paths have a multi-cycle switching window, a multi-cycle moving average is required to quantify how they are impacted by power-supply noise. Critical paths spanning a phase (i.e. half a cycle) also occur in practice. Their moving average requires \( n = 0.5 \).

For a general design having critical paths spanning different number of cycles \( n_1, ..., n_k \) (which may or may not include \( n = 1 \)), the effective peak drop (from a timing standpoint) is given by:
Equation (6.54) means that the critical paths of an integrated circuit can be analyzed separately, based on their length. The peak drop of the $n = n_i$ moving average measures the performance of the power distribution network for the critical paths having a length $n_i$. This performance measure is based on how the power-supply noise impacts their timing. For the critical paths having a different length, a different moving average is used. The overall performance of the power distribution network is set by the maximum peak drop (i.e. the minimum supply voltage) observed for the switching windows of interest $n_1, \ldots, n_k$.

Equation (6.54) suggests that the lack of performance of a given power distribution network can be mitigated by increasing the transparency of the critical paths. Making the critical paths longer increases their switching window, which in turn increases the noise averaging effect.

6.3 Modeling for Interconnect-Dominated Paths

Interconnect-dominated paths are constructed by cascading repeaters and long wires. These repeaters are typically inverters or buffers. (Here, a buffer is defined as a non-inverting repeater.) The length, width, and spacing of the wires together with the transistor sizes of the repeaters are optimized during design. The goal is usually to maximize performance under metal usage, power, and noise constraints. This optimization process usually makes the repeater and wire delays comparable [6.20].

As mentioned earlier, interconnect-dominated paths are almost always distributed. The repeaters tend to be physically separated. Because of this separation, the devices along an interconnect-dominated path generally receive different power ($V_{CC}$) and ground ($V_{SS}$) voltages.
6.3.1 *Differential Equation for the Far-End Voltage*

This section derives the differential equation obeyed by the far-end voltage $V_2(t)$ of Figure 6.14. It assumes the input waveform and the power-supply noise of Section 6.1, which are shown again for convenience in Figure 6.15.

The currents flowing through $C_1$ and $C_2$ are:

$$
i_1(t) = -C_1 V'_1(t)$$
$$i_2(t) = -C_2 V'_2(t)$$

(6.55)

The voltage drop through the resistance establishes the relationship between the near-end voltage $V_1(t)$ and $V_2(t)$:

$$V_1(t) = V_2(t) - Ri_2(t) = V_2(t) + RC_2 V'_2(t)$$

(6.56)

Taking the derivative yields:

$$V'_1(t) = V'_2(t) + RC_2 V''_2(t)$$

(6.57)

and $i_1(t)$ becomes:

$$i_1(t) = -C_1 V'_1(t) - RC_2 C_2 V''_2(t)$$

(6.58)

The drain current through the device is $i(t) = i_1(t) + i_2(t)$:

$$I_D(V_{GS}(t), V_{DS}(t)) = i_1(t) + i_2(t)$$

(6.59)
Substituting the expressions for $i_1(t)$ and $i_2(t)$:

$$I_D(V_{gs}(t), V_{ds}(t)) = -C_1V'_2(t) - RC_1C_2V''_2(t) - C_2V'_2(t)$$  \hspace{1cm} (6.60)

The drain current in saturation is given in Chapter 2 by (2.16):

$$I_D(V_{gs}(t), V_{ds}(t)) = g_D(V_{gs}(t) - V_T) + g_D(V_{ds}(t) - V_{DS})$$  \hspace{1cm} (6.61)

Here, $V_{gs}(t) = V_G(t) - \Delta V_{SS}$ and $V_{ds}(t) = V_1(t) - \Delta V_{SS} = V_2(t) + RC_2V'_2(t) - \Delta V_{SS}$. This definition for $V_{DS}(t)$ assumes that $V_1(t)$ is referenced to $V_{SS}$, the quiet ground voltage. Thus,

$$I_D(V_{gs}(t), V_{ds}(t)) = g_D(V_G(t) - \Delta V_{SS} - V_T) + g_D(V_2(t) + RC_2V'_2(t) - \Delta V_{SS} - V_{DS})$$  \hspace{1cm} (6.62)

Combining (6.60) and (6.62) yields the following differential equation:

$$-C_1V'_2 - RC_1C_2V''_2 - C_2V'_2 = g_D(V_G(t) - \Delta V_{SS} - V_T) + g_D(V_2(t) + RC_2V'_2(t) - \Delta V_{SS} - V_{DS})$$  \hspace{1cm} (6.63)

The equation can be rearranged as follows:

$$- \frac{RC_1C_2}{g_D} V'_2 - \frac{C_1 + C_2 + g_D RC_2}{g_D} V''_2 - V_2 = \frac{g_D}{g_D} (V_G(t) - \Delta V_{SS} - V_T) - V_{DS} - \Delta V_{SS}$$  \hspace{1cm} (6.64)

and simplified to:
\[ k_2V'_z + k_1V'_z - V_z = \frac{g_G}{g_D}(V_G(t) - \Delta V_{ss} - V_T) - V_{DS0} - \Delta V_{SS} \quad (6.65) \]

where:

\[ k_1 = \frac{C_1 + C_2 + g_a RC}{g_D} \]
\[ k_2 = -\frac{RC_2 C}{g_D} \quad (6.66) \]

Before time \( t_T \), the gate voltage is given by (6.2). Substituting the expression for \( V_G(t) \) yields:

\[ k_2V'_z + k_1V'_z - V_z = \frac{g_G}{g_D}\left(V_0 + \Delta V_{high} - \Delta V_{low}\right) \frac{t}{t_T} + \Delta V_{low} - \Delta V_{ss} - V_T - V_{DS0} - \Delta V_{SS} \quad (6.67) \]

With:

\[ m = \frac{g_G}{g_D} V_0 + \Delta V_{high} - \Delta V_{low} \]
\[ b = \frac{g_G}{g_D} (V_T - \Delta V_{low} + \Delta V_{SS} + V_{DS0} + \Delta V_{SS}) \quad (6.68) \]

the differential equation finally becomes:

\[ k_2V'_z + k_1V'_z - V_z = mt - b \quad (6.69) \]

The constants \( m \) and \( b \) have the same definition in Section 6.1. The initial conditions are \( V_2(t_{sat}) = V_{init} = V_0 + \Delta V_{CC} \) and \( V'_2(t_{sat}) = 0 \). As before, \( t_{sat} \) is the time at which the device starts conducting in saturation:

\[ t_{sat} = \frac{V_T - \frac{g_G}{g_D} (V_0 + \Delta V_{CC} - \Delta V_{ss} - V_{DS0}) - \Delta V_{low} + \Delta V_{SS}}{V_0 + \Delta V_{high} - \Delta V_{low}} \quad (6.70) \]

At time \( t_T \), the gate voltage saturates. Beyond that point, (6.69) ceases to be valid. The far-end voltage is instead described by:

\[ k_2V'_z + k_1V'_z - V_z = mt - b \quad (6.71) \]

At \( t_T \), the far-end voltage and its derivative must be continuous.
Regardless of $t_T$, (6.69) and (6.71) stop to hold when the device enters its linear region of operation.

6.3.2 Behavior in the Saturation Region

This section derives expressions for the far-end voltage $V_2(t)$ satisfying the differential equations of the previous section. The solution describing $V_2(t)$ before $t_T$ is called the early solution. The one describing $V_2(t)$ after $t_T$ is referred to as the late solution. The early and late solutions are used to compute the near-end voltage $V_1(t)$ and to determine when the device enters its linear region of operation.

Equation (6.69) is a second-order linear differential equation with constant coefficients that is non-homogeneous. The solution is:

$$V_{2, \text{early}}(t) = \frac{m}{2} \left( k_1 + \frac{2k_2 + k_2^2}{d_1} \right) e^{(t-t_0)\tau_i} + \frac{m}{2} \left( k_1 + \frac{2k_2 + k_2^2}{d_2} \right) e^{(t-t_0)\tau_i} - m(t + k_1) + b$$  \hspace{1cm} (6.72)

where:

$$\tau_i = \frac{2k_2}{d_1 - k_1}$$

$$d_i = (-1)^{i+1} \sqrt{k_i^2 + 4k_2}$$  \hspace{1cm} (6.73)

When it is contextually clear that the derivation refers to the early solution, $V_{2, \text{early}}(t)$ is simply written $V_2(t)$ for conciseness.

The derivative of $V_2(t)$ is:

$$V'_2(t) = \frac{m}{2\tau_1} \left( k_1 + \frac{2k_2 + k_2^2}{d_1} \right) e^{(t-t_0)\tau_i} + \frac{m}{2\tau_2} \left( k_1 + \frac{2k_2 + k_2^2}{d_2} \right) e^{(t-t_0)\tau_i} - m$$  \hspace{1cm} (6.74)

The near-end voltage is obtained by substituting $V_2(t)$ and $V'_2(t)$ in (6.56). The result is:

$$V_1(t) = \sum_{j=1}^{2} \frac{m}{2} \left( k_1 + \frac{2k_2 + k_2^2}{d_i} \right) \left( 1 - g_D \frac{d_j - k_1}{2C_1} \right) e^{(t-t_0)\tau_i} - m \left( t - \frac{C_i + C_2}{g_D} \right) + b$$  \hspace{1cm} (6.75)

The time $t_{lin}$ at which the device enters its linear region of operation is the time at which the drain-to-source voltage reaches $V_{DS0}$.
\[ V_i(t_{\text{lin}}) - \Delta V_{SS} = V_{ZEO} \]  

(6.76)

Unfortunately, the solution to this equation cannot be expressed in closed form using elementary functions. However, a sequence that converges very rapidly toward the solution can be obtained using Halley’s method [6.21].

Halley’s method is easier to apply by introducing the following functional:

\[ H(f(t), t_0) = \lim_{n \to \infty} t_n \]  

(6.77)

where the first element of the sequence is provided as an argument and the following ones obey this relationship:

\[ t_{n+1} = t_n - \frac{2f(t_n)f'(t_n)}{2[f'(t_n)]^2 - f(t_n)f''(t_n)} \]  

(6.78)

If \( t_0 \) is chosen appropriately, the sequence is guaranteed to converge to a root of \( f(t) \). In practice, a single iteration is typically sufficient to reach the limit:

\[ H(f(t), t_0) \approx t_0 - \frac{2f(t_0)f'(t_0)}{2[f'(t_0)]^2 - f(t_0)f''(t_0)} \]  

(6.79)

Assuming that \( t_T \) is part of the neighborhood that makes the sequence converge to \( t_{\text{lin}} \), the solution to (6.76) is:

\[ t_{\text{lin, early}} = H(V_{1, \text{early}}(t) - V_{ZEO} - \Delta V_{SS}, t_T) \]  

(6.80)

where the first and second derivatives of \( V_1(t) \) are:

\[ V'_i(t) = \sum_{j=1}^{2} \frac{m}{2 \tau_i} \left( k_i + \frac{2k_2 + k_1^2}{d_i} \right) \left( 1 - g_D \frac{d_i - k_i}{2C_i} \right) e^{(t-t_i)/\tau_i} - m \]  

\[ V''_i(t) = \sum_{j=1}^{2} \frac{m}{2 \tau_i^2} \left( k_i + \frac{2k_2 + k_1^2}{d_i} \right) \left( 1 - g_D \frac{d_i - k_i}{2C_i} \right) e^{(t-t_i)/\tau_i} \]  

(6.81)

The subscript explicitly indicates that \( t_{\text{lin, early}} \) is valid only if it occurs before \( t_T \).

Equation (6.69) ceases to be applicable when the gate voltage stops rising, as discussed earlier. After time \( t_T \), the differential equation describing the far-end voltage is:
\[ k_z V'^* + k_i V'_2 - V_2 = mt_r - b \]  

(6.82)

The solution that makes \( V_2(t) \) and its derivative continuous at time \( t_T \) is:

\[ V_{2, \text{late}}(t) = \sum_{i=1}^{2} \left( d_i + k_i \right) \frac{mt_r - b + V_{2, \text{early}}(t_T) + 2k_i V'_{2, \text{early}}(t_T) e^{(t-t_T)/\tau_i}}{2d_i} \left( 1 - g_D \frac{d_i - k_i}{2C_1} \right) e^{(t-t_T)/\tau_i} - mt_r + b \]  

(6.83)

where \( V_{2, \text{early}}(t_T) \) and \( V'_{2, \text{early}}(t_T) \) are given by (6.72) and (6.74).

After time \( t_T \), \( V_1(t) \) is given by \( V_2(t) + RC_2 V'_2(t) \):

\[ V_1(t) = \sum_{i=1}^{2} \left( d_i + k_i \right) \frac{mt_r - b + V_{2, \text{early}}(t_T) + 2k_i V'_{2, \text{early}}(t_T) e^{(t-t_T)/\tau_i}}{2d_i} \left( 1 - g_D \frac{d_i - k_i}{2C_1} \right) e^{(t-t_T)/\tau_i} - mt_r + b \]  

(6.84)

The first and second derivatives of \( V_1(t) \) are:

\[ V'_1(t) = \sum_{i=1}^{2} \left( d_i + k_i \right) \frac{mt_r - b + V_{2, \text{early}}(t_T) + 2k_i V'_{2, \text{early}}(t_T) e^{(t-t_T)/\tau_i}}{2d_i} \left( 1 - g_D \frac{d_i - k_i}{2C_1} \right) e^{(t-t_T)/\tau_i} \]  

(6.85)

Using Halley’s method again yields the sequence for the solution after \( t_T \):

\[ t_{\text{lin, late}} = H(V_1, \text{late} \left( t - V_{DS,0} - \Delta V_{SS}, t_T \right) \]  

(6.86)

Combining (6.80) and (6.86) using the step function yields an expression for \( t_{\text{lin}} \) that is valid whether \( t_{\text{lin}} \) occurs before or after \( t_T \):

\[ t_{\text{lin}} = t_{\text{lin, early}} + (t_{\text{lin, late}} - t_{\text{lin, early}}) u(t_{\text{lin, early}} - t_T) \]  

(6.87)

6.3.3 Behavior in the Linear Region

After time \( t_{\text{lin}} \), the drain current of the device is given by (2.18):

\[ I_D = g_G (V_{GS} - V_T) \frac{V_S}{V_{SS}} \frac{V_{DS}}{R_{lin}} \]  

(6.88)

For simplicity, it is assumed that the gate voltage is approximately constant once the device is in the linear region: \( V_{GS}(t) \approx V_{GS}(t_{lin}) \) for \( t > t_{\text{lin}} \).

The constant gate voltage makes \( R_{lin} \) constant as well.
\[ R_{\text{lin}} = \frac{1}{g_G} \frac{V_{DS0}}{V_G(t_{\text{lin}}) - \Delta V_{SS} - V_T} \]  \hspace{1cm} (6.89)\\

where \( V_G(t_{\text{lin}}) \) is:

\[ V_G(t_{\text{lin}}) = (V_0 + \Delta V_{\text{high}} - \Delta V_{\text{low}}) \frac{\min(t_{\text{lin}}, t_T)}{t_T} + \Delta V_{\text{low}} \]  \hspace{1cm} (6.90)\\

The constant gate voltage assumption introduces an inaccuracy only when \( t_{\text{lin}} \) occurs before \( t_T \). Otherwise, it is exact. As before,

\[ V_{DS}(t) = V_i(t) - \Delta V_{SS} = V_i(t) + RC_i V'_i(t) - \Delta V_{SS} \]  \hspace{1cm} (6.91)\\

Equating \( V_{DS}(t) / R_{\text{lin}} \) to (6.60) produces the following differential equation:

\[ \frac{V_i + RC_i V'_i - \Delta V_{SS}}{R_{\text{lin}}} = -RC_i C_2 V'_2 - (C_1 + C_2) V'_2 \]  \hspace{1cm} (6.92)\\

Rearranging yields:

\[ k_4 V'_2 + k_3 V'_2 + V_2 = \Delta V_{SS} \]  \hspace{1cm} (6.93)\\

where:

\[ k_4 = R_{\text{lin}} RC_1 C_2 \]  \hspace{1cm} (6.94)\\

\[ k_3 = R_{\text{lin}} (C_1 + C_2) + RC_2 \]  \hspace{1cm} (6.94)\\

The solution that makes \( V_2 \) and its derivative continuous at \( t_{\text{lin}} \) is:

\[ V_{2,\text{lin}}(t) = \sum_{i=1}^{2} \frac{(\delta_i + k_2)(V_{2,i}(t_{\text{lin}}) - \Delta V_{SS}) + 2k_4 V'_2(t_{\text{lin}}) \frac{\delta_i}{2\delta_i} e^{-2k_4(t-T_{\text{lin}})}}{2\delta_i} + \Delta V_{SS} \]  \hspace{1cm} (6.95)\\

where:

\[ \delta_i = (-1)^{i+1} \sqrt{k_4^2 - 4k_4} \]  \hspace{1cm} (6.96)\\

At \( t_{\text{lin}} \),

\[ V_2(t_{\text{lin}}) = V_{2,\text{early}}(t_{\text{lin, early}}) + (V_{2,\text{late}}(t_{\text{lin, late}}) - V_{2,\text{early}}(t_{\text{lin, early}})) u(t_{\text{lin, early}} - t_T) \]  \hspace{1cm} (6.97)\\

and

\[ V'_2(t_{\text{lin}}) = V'_{2,\text{early}}(t_{\text{lin, early}}) + (V'_{2,\text{late}}(t_{\text{lin, late}}) - V'_{2,\text{early}}(t_{\text{lin, early}})) u(t_{\text{lin, early}} - t_T) \]  \hspace{1cm} (6.98)
6.3.4 Impact of Power-Supply Noise on Delay and Transition Time

The far-end voltage can cross its 50% point at time \( t_{\text{out50\%}} \), while the device is in saturation or in the linear region.

In saturation, the 50% point can occur before \( t_T \):

\[
t_{\text{out50\%, early}} = H(V_2, \text{early}(t) - \frac{1}{2} V_0, t_T)
\]

or after \( t_T \):

\[
t_{\text{out50\%, late}} = H(V_2, \text{late}(t) - \frac{1}{2} V_0, t_T)
\]

The same is true in the linear region, but the constant gate voltage assumption yields a single equation:

\[
t_{\text{out50\%, lin}} = H(V_2, \text{lin}(t) - \frac{1}{2} V_0, t_{\text{lin}})
\]

The 50% point occurs at \( t_{\text{out50\%, early}} \) if and only if \( t_{\text{out50\%, early}} \) occurs before \( t_T \) and \( t_{\text{lin}} \). The 50% point occurs at \( t_{\text{out50\%, late}} \) if and only if \( t_{\text{out50\%, late}} \) occurs after \( t_T \) and before \( t_{\text{lin}} \). Otherwise, the 50% point occurs at \( t_{\text{out50\%, lin}} \). Mathematically,

\[
t_{\text{out50\%}} = t_{\text{out50\%, early}} u(t_T - t_{\text{out50\%, early}}) u(t_{\text{lin}} - t_{\text{out50\%, early}}) + t_{\text{out50\%, late}} u(t_{\text{out50\%, late}} - t_T) u(t_{\text{lin}} - t_{\text{out50\%, late}}) + t_{\text{out50\%, lin}} u(t_{\text{out50\%, lin}} - t_{\text{lin}})
\]

The delay \( d_{\text{rise}} \) corresponding to an input rising transition is simply \( t_{\text{out50\%}} - t_{\text{lin50\%}} \). As before,

\[
t_{\text{lin50\%}} = \frac{\frac{1}{2} V_0 - \Delta V_{\text{low}}}{V_0 + \Delta V_{\text{high}} - \Delta V_{\text{low}}} t_T
\]

Thus,

\[
d = t_{\text{out50\%, early}} u(t_T - t_{\text{out50\%, early}}) u(t_{\text{lin}} - t_{\text{out50\%, early}}) + t_{\text{out50\%, late}} u(t_{\text{out50\%, late}} - t_T) u(t_{\text{lin}} - t_{\text{out50\%, late}}) + t_{\text{out50\%, lin}} u(t_{\text{out50\%, lin}} - t_{\text{lin}}) - t_{\text{lin50\%}}
\]

The transition time at the 50% point is given by:
\[ t_{\text{out}} = -\frac{V_0 + \Delta V_{CC} - \Delta V_{SS}}{V'_2(t_{\text{out50\%}})} \]  

(6.105)

where:

\[
V'_2(t_{\text{out50\%}}) = V'_{2, \text{early}}(t_{\text{out50\%, early}})u(t_T - t_{\text{out50\%, early}})u(t_{\text{lin}} - t_{\text{out50\%, early}}) \\
+ V'_{2, \text{late}}(t_{\text{out50\%, late}} - t_T)u(t_{\text{lin}} - t_{\text{out50\%, late}}) \\
+ V'_{2, \text{lin}}(t_{\text{out50\%, lin}} - t_{\text{lin}}) 
\]  

(6.106)

6.3.5 Duality Principle

The delay and transition time expressions of (6.104) and (6.105) assume an n-device switching in response to an input rising transition. The corresponding expressions for a p-device in response to an input falling transition can be derived based on the following duality principle: increasing \( V_{\text{high}} \) or \( V_{CC} \) has the same effect on an n-device as decreasing \( V_{\text{low}} \) or \( V_{SS} \) on a p-device. Thus, the delay and output transition time when the input is falling are given by changing the device parameters \((g_{G0}, g_{D0}, V_T, V_{DS0})\) and by applying the following transformations:

\[
\Delta V_{\text{low}} \rightarrow -\Delta V_{\text{high}} \\
\Delta V_{\text{high}} \rightarrow -\Delta V_{\text{low}} \\
\Delta V_{CC} \rightarrow -\Delta V_{SS} \\
\Delta V_{SS} \rightarrow -\Delta V_{CC} 
\]

(6.107)

In [6.18], \( g_{G0} \) and \( g_{D0} \) are two times smaller for a p-device, compared to an n-device. \( V_T \) and \( V_{DS0} \) are similar however.

6.3.6 Model Validation

Figure 6.16 shows the impact of power-supply noise on the delay of a 2400-\( \mu \)m M5 interconnect driven by a 20-\( \mu \)m n-device. The transition time at the input of the n-device is 90 ps. The interconnect parameters are: \( R = 92.5 \ \Omega \), \( C_1 = 276 \ \text{fF} \), and \( C_2 = 316 \ \text{fF} \). These parameters correspond to a width, spacing, and thickness of 0.70 \( \mu \)m, 0.70 \( \mu \)m, and 0.90 \( \mu \)m, respectively. The model is clearly accurate.

The power-supply noise is applied to the four injection points \((\Delta V_{\text{low}}, \Delta V_{\text{high}}, \Delta V_{CC}, \Delta V_{SS})\). The noise is applied to one point at a time while the remaining ones remain quiet.
Figure 6.16 shows that the noise injected remotely ($\Delta V_{\text{low}}, \Delta V_{\text{high}}$) has almost no impact of the delay. It also shows that the opposite is true for the local power-supply noise: when $\Delta V_{SS}$ is 100 mV (6.7% of $V_0 = 1.500 \, \text{V}$), the delay increases by 17.5%. When $V_{SS}$ increases, the gate-to-source voltage of the n-device is reduced. Because of this, its drive current greatly diminishes. The drive current is even further reduced because the drain-to-source voltage also decreases. The impact of the noise on $V_{CC}$ is not as large. The noise on $V_{CC}$ does not change the gate-to-source voltage of the device. However, a $V_{CC}$ increase slows down the output falling transition because it increases the amount of charge stored on $C_1$ and $C_2$. It is important to note that the impact of the power-supply noise is asymmetrical.

Figure 6.17 shows the accuracy of the model for several long wire segments that are randomly generated. The input transition time and the driver size are also randomly generated. A point located on the equality line indicates a perfect match. The results show that the model is accurate for a wide range of delays, under quiet conditions.

Figure 6.17 does not include any power-supply noise, but Figure 6.18 does. Like the other model parameters, the power-supply noise is random. The noise is applied
simultaneously and independently to the four injection points. Clearly, the model is still accurate.

The impact of power-supply noise on the switching of a 40-µm p-device is shown in Figure 6.19. The device is driving the 2400-µm M5 interconnect discussed earlier.
(R = 92.5 Ω, C₁ = 276 fF, C₂ = 316 fF). The duality principle yields results that are clearly accurate. The impact of the noise injected remotely remains small. The noise injected locally still produces large delay variations. As the local supply voltages increase, it is interesting to observe that the delay of the n-device of Figure 6.16 increases while the delay of the p-device decreases. These opposite responses suggest an opportunity for power-supply noise cancellation.

The scatter plots for the far-end transition times are shown in Figure 6.20 and Figure 6.21. The model predictions are distributed around the equality line, but with more dispersion than in Figure 6.17 and Figure 6.18. The additional dispersion is due to the derivative used in (6.105). Any small error on the far-end voltage waveform at the 50% point is magnified as the slope is extrapolated to produce the transition time.

6.3.7 Convergence of Halley’s Method

As shown in Table 6.1, the sequences for t_{lin,early} and t_{lin,late} obtained using Halley’s method converge very quickly for typical device and interconnect parameters. With 

\( t_T = 90 \text{ ps}, w_n = 20 \mu\text{m}, R = 92.5 \Omega, C_1 = 276 \text{ fF}, C_2 = 316 \text{ fF}, \) and no power-supply noise,
the error almost vanishes after a single iteration. A similar rate of convergence is observed for (6.99), (6.100), and (6.101).

6.3.8 Impact of Physical Design Parameters

The amount of delay variation due to power-supply noise is determined in part by the physical design parameters of the interconnect. To analyze the impact of the physical
design parameters, it is useful to associate a jitter coefficient to each noise injection point. Each jitter coefficient is computed as follows. First, a small amount of noise is injected. Then, the resulting delay variation is measured. Finally, the jitter coefficient is produced by taking the ratio of the two. It is expressed in picoseconds per Volt. Each coefficient measures the sensitivity of the delay to the noise at a particular injection point.

Figure 6.22 shows how much delay variation is produced for each noise injection point when the interconnect width varies. The length and spacing are fixed at 2400 µm and 0.70 µm, respectively. For each point, the input transition time is chosen to match the output transition time. This mimics a chain of repeaters driving identical wires, where the output of one stage feeds the next. As the interconnect increases from the minimum of 0.50 µm, the dominant jitter coefficient decreases significantly. At 1.00 µm, the decrease is 29% for \( V_{SS} \) and 18% for \( V_{CC} \). The model matches the simulation results fairly well.

A similar graph for the spacing is shown in Figure 6.23. The length and width are fixed at 2400 µm and 0.70 µm, respectively. When the spacing is increased from 0.50 µm to 1.00 µm, the jitter coefficient for \( V_{CC} \) decreases by 19%. For \( V_{SS} \), the improvement is 18%.

Increasing the interconnect length significantly increases the jitter coefficient, as shown in Figure 6.24. It also increases the jitter coefficient per millimeter, as shown in Figure 6.25.

When the physical interconnect parameters are varied, the transition times also vary as a result. Figure 6.26 shows that the correlation between the transition times corresponding to the jitter coefficients of Figure 6.22 to Figure 6.25 is very strong. This suggests that the

<table>
<thead>
<tr>
<th>Iteration</th>
<th>( t_{\text{lin, early}} ) (ps)</th>
<th>Error (%)</th>
<th>( t_{\text{lin, late}} ) (ps)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90.0000</td>
<td>15.98</td>
<td>90.0000</td>
<td>12.41</td>
</tr>
<tr>
<td>1</td>
<td>77.6579</td>
<td>0.08</td>
<td>79.9345</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>77.5964</td>
<td>0.00</td>
<td>80.0628</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>77.5964</td>
<td>0.00</td>
<td>80.0628</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>77.5964</td>
<td>0.00</td>
<td>80.0628</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>77.5964</td>
<td>0.00</td>
<td>80.0628</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6.1: Convergence of Haley’s method.
physical interconnect parameters impact the jitter coefficient primarily by affecting the transition time.

6.3.9 Impact of Power-Supply Noise on Clock Interconnects

Interconnect-dominated paths tend to be less sensitive than device-dominated paths to chip-scale power-supply noise events. The noise directly affects the delay and the output
edge rate of the repeaters. However, when it modifies the output edge rate of the repeaters, the noise only has an indirect effect on the delay of the wires.

The problem is that some interconnect-dominated paths, in particular the ones used for clock distribution, are getting increasingly long: 400 to 600 ps in [6.22] and 800 ps in
Since clock frequencies are also increasing, the number of clock cycles spanned by these paths is increasing even faster. This is a problem because the number of clock cycles actually multiplies the timing impact of the supply voltage variations. For instance, say that a given \( \Delta V \) variation causes a delay increase of 6% for a one-cycle device-dominated path and a 4% increase for a 2-cycle interconnect-dominated clock path. Then, the delay of the clock path varies by \( 2 \times 4\% = 8\% \) of one clock cycle. Thus, for long interconnect-dominated paths, a given amount of noise can cause a delay variation that is a large fraction of the clock cycle, despite being small with respect to the path delay.

When the delay of a clock path varies, clock inaccuracy (i.e. skew or jitter) is created. In a data path through a network of sequential elements, the interval between the data launch and its final capture determines the time available for performing computations. If the clock of the launching sequential element is \textit{late} or if the clock of the capturing element is \textit{early}, the timing margin of the path is directly reduced. If the margin becomes negative, the frequency must also be reduced. Consequently, the performance impact of the power-supply noise on the clock distribution network is highest when it creates a combination of slow and fast (i.e. unbalanced) clock paths.
In the Pentium® 4 microprocessor, all clock paths are chip-wide. When the supply voltage is not uniform, two paths routed over different regions of the die will experience different voltages and therefore exhibit different delays. This makes the clock distribution network particularly sensitive to globally differential (or non-uniform) voltage drops. If the clock paths become long enough, the differential component of a voltage drop can create enough clock inaccuracy to make its frequency impact greater than the frequency impact of the common-mode component on device-dominated paths.

6.3.10 Delay Versus Supply Voltage for Chip-Scale Noise Events

For a long interconnect with several repeaters, a chip-scale power-supply noise event can resemble a momentary nominal supply voltage variation. An event with sufficient spatial uniformity makes the power and ground voltages the same for all repeaters. If the duration of the event is longer that propagation delay of the interconnect, the event can be modeled as a change in the nominal supply voltage instead of a supply voltage change at each repeater.

Figure 6.27 shows the impact of the nominal supply voltage $V_0$ on the timing of an inverter driving a 2400-µm M5 interconnect. The width, spacing, and thickness are
respectively 0.70 µm, 0.70 µm, and 0.90 µm (as before). This corresponds to 1.25 times the minimum pitch. As $V_0$ increases, the device delay decreases. The delay curve predicted by the model closely matches the simulation results. The maximum error is 0.8 ps or 1.8%.

Alternatively, the delay $D$ of an interconnect-dominated path can be modeled by modifying (6.47) where $k_1$ and $k_2$ are only valid for lumped loads. For distributed $RC$ or $RLC$ loads, $\delta_1$ and $\delta_2$ are used instead. In general, the response of a wire to a voltage ramp is a complicated function of the voltage transition time [6.24], [6.25]. With these coefficients, that complexity does not have to be analytically modeled. The nominal delay $D_0$ can be written as the length $L$ of the path divided by the signal propagation velocity $v_0$ (including the repeater delays) when the supply voltage is quiet. The result is:

$$D = \frac{L}{v_0} \left( 1 - \delta_1 \frac{\Delta V}{V_0 - V_f} + \delta_2 \left( \frac{\Delta V}{V_0 - V_f} \right)^2 \right)$$  \hspace{1cm} (6.108)

The magnitude $\Delta V$ of the chip-scale noise event is assumed relatively uniform over the region spanned by the path. For the technology described in [6.18], the coefficients $\delta_1$ and
\( \delta_2 \) track \( \chi_0 \), the fraction of the path delay taken by the repeaters when \( \Delta V = 0 \). Empirically, it is found that \( \delta_1 \) and \( \delta_2 \) closely obey the following relationships:

\[
\begin{align*}
\delta_1 &= (1 - (1 - k_{1\text{inv}}) \chi_0) \chi_0 \\
\delta_2 &= k_{2\text{inv}} \chi_0
\end{align*}
\] (6.109) (6.110)

where \( k_{1\text{inv}} \) and \( k_{2\text{inv}} \) are coefficients similar, but not identical, to the ones defined in (6.47). The difference is that they characterize the delay-versus-voltage curve corresponding to an inverter sized for equal rise and fall transition times instead of the average delay-versus-voltage curve used in (6.47). For the technology described in [6.18], \( k_{1\text{inv}} \) and \( k_{2\text{inv}} \) are respectively 0.72 and 1.01. For typical wire resistance, capacitance, and inductance values, \( \delta_1 = (0.80 \pm 0.10) \chi_0 \) and \( \delta_2 = (1.10 \pm 0.25) \chi_0 \).

In Figure 6.28, the delay versus voltage relationship of a long interconnect-dominated path is compared to the one predicted by (6.108). The repeaters are inverters inserted every 1260 \( \mu m \). The wires are on the M5 layer. Their width, spacing, and thickness are still 0.70 \( \mu m \), 0.70 \( \mu m \), and 0.90 \( \mu m \). The wire inductance is taken to be 500 fH/\( \mu m \) and is assumed independent of frequency. The wire resistance is also assumed frequency-independent. The parameters \( \chi_0 \), \( \delta_1 \), and \( \delta_2 \) are respectively 58\%, 0.80 \( \chi_0 \), and 1.10 \( \chi_0 \). The delay versus voltage relationship predicted when 100\% of the path delay is taken by the repeaters (i.e. when the distance separating each inverter is zero) is also shown. Equation (6.108) is reasonably accurate in both cases.
Sections 6.2 and 6.3 introduced analytical models predicting the timing impact of power-supply noise. These models assume that the properties of the noise are known \textit{a priori}. The properties of the noise could theoretically be established by performing simulations. However, as discussed in Section 6.1, the simulation approach is not yet practical for complex systems.

In this section, the properties of the noise are directly measured instead. The measurements are taken on a 2.53-GHz microprocessor. These measurements, together
with (6.47) and (6.108), are then used to quantitatively estimate the timing impact of the power-supply noise on the performance of the system.

The microprocessor has a nominal supply voltage of 1.500 V. It uses the 130-nm logic technology described in [6.18]. The 533-MHz system bus is a quad-pumped bus and runs off a 133-MHz system clock.

The microprocessor utilizes a flip-chip pin grid array package technology and plugs into a 478-pin socket [6.26], as shown in Figure 6.29. The system board has 4 layers of copper. The power and ground planes are 35-μm thick. For on-chip power distribution, the microprocessor has 85 \( V_{CC} \) (power) and 181 \( V_{SS} \) (ground) pins. A two-phase voltage regulator is located on the system board. It supplies power to the microprocessor from one side of the package.

The supply voltage is probed under the system board between two pairs of \( V_{CC} \) and \( V_{SS} \) vias. The first pair is located near the top of the package; the other is near the bottom. The measurement setup is shown in Figure 6.30.

Figure 6.31 shows a typical power-supply noise waveform measured over 10 μs. The time scale for the measurement represents several thousand clock cycles. Any event
whose duration is much less than that cannot be reliably captured. This is particularly true for the power-supply noise over one clock cycle. Because the measurements do not reveal the high-frequency components of the noise, the timing impact of these components cannot be analyzed. In this section, the power-supply voltage waveforms are assumed quasi-static over one clock cycle. In other words, during any given clock cycle, the supply voltage is assumed nearly constant.

Figure 6.32 shows another noise waveform. For this measurement, the operating system is in a relatively steady state: a fixed number of high-activity user processes are running together with some low-activity system processes. The captured waveform shows that the supply voltage is initially close to its minimum for 20 µs. During this time, the peak-to-peak noise on the signal is 38 mV. Then, the voltage starts going up and down at a frequency of 227 kHz. The amplitude of the quasi-sinusoidal component is 54 mV.

This behavior suggests that the power-supply noise is a strong function of the activity of the microprocessor. Since the peak-to-peak noise when the supply voltage is oscillating is
86 mV, 63% of the noise appears driven by the operating system. It is worth noting that the supply voltage can stay close to its minimum or maximum for extended periods of time (here, roughly 5600 clock cycles).

The measurements (taken over a few minutes) when the two via pairs are probed simultaneously are shown in Figure 6.33 and Figure 6.34. One voltage is plotted versus the other.

When no power is supplied to the package of the microprocessor, the two voltage measurements should ideally be zero. Figure 6.33 shows that they practically are. It also indicates that the measurements from the x-axis channel are contaminated by ±10 mV of background noise. The y-axis channel has a 5-mV offset and ±13 mV of background noise. The 5-mV offset is due to a slight calibration error of the oscilloscope. Most of the background noise is probably due to the ground wire loop of each probe. As visible in Figure 6.30, these loops have an area that is small, but not completely negligible. The area of each loop is largely set by the physical separation of the $V_{CC}$ and $V_{SS}$ vias being
probed. Therefore, the loops can still respond to the parasitic magnetic fields randomly generated in the laboratory and contaminate the real signals to measure. The shape of the cluster of points is compatible with white Gaussian noise.

Figure 6.34 shows (on a different scale) the power-supply noise when the microprocessor is active. Again, one voltage measurement is plotted against the other. Nominally, the two voltages should both be close to 1.500 V. The (1.500 V, 1.500 V) point is located in the center of Figure 6.34. The data shows that the two measurements are very near that center point when the activity of the microprocessor is low. The darker portion of the low-activity region indicates where the two measured voltages are most often found.

However, when the microprocessor is very active, the two measured voltages can drop significantly. The diagonal line of Figure 6.34 indicates where the two voltages are equal. When the activity increases, both voltages tend to drop along that line. The cluster of
points shows a peak-to-peak voltage variation of \((1.534 \text{ V} – 1.432 \text{ V}) = 102 \text{ mV}\) on the \(x\)-axis. Since this channel includes \(\pm 10 \text{ mV}\) of background noise, the real peak-to-peak variation is \((102 \text{ mV} – 20 \text{ mV}) = 82 \text{ mV}\). For the \(y\)-axis, the maximum peak-to-peak variation is \((1.527 \text{ V} – 1.429 \text{ V}) = 98 \text{ mV}\). Removing the \(\pm 13\)-mV background noise yields 72 mV of real peak-to-peak voltage variation.

The maximum supply voltage droop experienced by the microprocessor is defined with respect to nominal supply voltage value of 1.500 V. In Figure 6.34, the maximum droop is found on the \(y\)-axis channel. There, the cluster of points shows a droop of \((1.500 \text{ V} – 1.429 \text{ V}) = 71 \text{ mV}\). With the background noise removed and the 5-mV offset corrected, the droop is \((71 \text{ mV} – 13 \text{ mV} + 5 \text{ mV}) = 63 \text{ mV} or 4.2\% of \(V_{CC}\).

It is interesting to note that the data of Figure 6.34 also indicates some differential power-supply noise. The cluster density shows that the voltage on the \(x\)-axis is often closer to its nominal value of 1.500 V than the one on the \(y\)-axis. This is especially true in the transition region located between the low and high activity regions. This suggests that the microprocessor core can draw more current from one side of the package or that some lateral voltage drop occurs on the system board. The maximum differential noise is \((29 \text{ mV} – 10 \text{ mV}) = 19 \text{ mV} or 1.3\% of the nominal supply voltage, after removing...
10 mV to account for the background noise contaminating the x-axis channel. The maximum differential noise can occur when the common-mode voltage is minimal.

6.5 On-Chip Power-Supply Noise

The non-zero impedance of the package and on-chip power distribution network of the 2.53-GHz microprocessor of the previous section increases the noise seen at the devices. The on-chip multilayer power grid is connected to the package power planes by an array of controlled collapse chip connections, also known as C4 bumps [6.27]. Compared to wire-bond technology, where the package delivers power only to the periphery of the chip, these bumps provide a large number of nearly ideal voltage sources at uniformly distributed points [6.28]. These points are scattered over the entire surface of the chip and are located directly above the power grid.

The on-chip noise can be estimated by combining the board-level measurements discussed earlier with the power distribution network model of Figure 6.35. The model represents the voltage regulator, the system board, the package, and the on-chip power distribution network. It is known to be reasonably accurate for the first, second, and third on-chip voltage droops [6.9], [6.10].

---

Table 6.2: Characteristics of decoupling capacitors.

<table>
<thead>
<tr>
<th>Capacitor</th>
<th>Capacitance (µF)</th>
<th>ESR (mΩ)</th>
<th>ESL (nH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSCON</td>
<td>560</td>
<td>9.0</td>
<td>6.000</td>
</tr>
<tr>
<td>IDC 1206</td>
<td>10</td>
<td>3.0</td>
<td>1.000</td>
</tr>
<tr>
<td>IDC 0805</td>
<td>1</td>
<td>3.0</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Table 6.3: Resistance and inductance of system board.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Resistance (mΩ)</th>
<th>Inductance (pH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.27</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>0.39</td>
<td>104</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>104</td>
</tr>
<tr>
<td>6</td>
<td>0.64</td>
<td>200</td>
</tr>
</tbody>
</table>
The regulator supplies 1.5 V and has an inductance $L_{\text{reg}}$. It drives 10 low-frequency organic semiconductor (OSCON) decoupling capacitors that are placed on the system board, relatively far from the package. A total of 38 mid-frequency 1206 interdigitated (IDC) capacitors are placed next to the package, including 12 in the package cavity. The value and the effective series resistance (ESR) and inductance (ESL) of the various decoupling capacitors is given in Table 6.2.

The resistance and inductance of the system board segments corresponding to the placement of the OSCON and 1206 IDC capacitors suggested in [6.29] are shown in Table 6.3. For the system on which the measurements were taken, these placement guidelines were closely followed.

The model also includes 15 high-frequency 0805 IDC capacitors that are mounted on the land side of the package, as shown in Figure 6.36. The resistance and inductance of the package are 25 mΩ and 3.3 nH per pair of power and ground pins [6.29]. Since there are 85 pairs and since the model uses two electrical branches to model the connection between the package and the system board, $R_{\text{pkg}} = 25 \text{ mΩ} / (85 / 2) = 0.6 \text{ mΩ}$. Similarly, $L_{\text{pkg}} = 3.3 \text{ nH} / (85 / 2) = 78 \text{ pH}$. 

Figure 6.36: Land side capacitors.
The on-chip decoupling capacitance is estimated at 150 nF with an ESR of 0.5 mΩ.

Figure 6.37 shows the supply voltage on the system board and on-chip when the model is excited by a current ramp going from 0 A to 41 A in 3 clock cycles (1185 ps). The magnitude of the first droop of the on-chip supply voltage is 131 mV. The first droop is a few nanoseconds long and is primarily determined by the package inductance and the on-chip decoupling capacitance. The second droop is determined by the IDC capacitors placed on the package and on the system board. It lasts about 1.5 µs and has an amplitude of 79 mV. The model’s prediction for the maximum droop on the system board is 60 mV. It is remarkably close to the 63 mV measurement discussed in the previous section. It is therefore reasonable to assume that the model produces a reasonable estimate for the noise at the interface between the C4 bumps and the top on-chip metal layer.

In addition to the noise of Figure 6.37, the noise seen at the devices includes the ohmic or $IR$ voltage drop due to the on-chip power distribution network of the microprocessor. Figure 6.38 shows the $IR$ drop map corresponding to a multilayer power grid typical for such chips. The pitch of the power grid is assumed sufficiently small to make its inductance negligible compared to the package inductance. The $IR$ drop map is for $V_{CC}$. It
spans an area containing 64 C4 bumps. The vertical pitch of 520 µm and the horizontal pitch of 330 µm between $V_{CC}$ bumps are consistent with the ones used on the Itanium 2 microprocessor discussed in [6.30], which uses the same 130-nm technology. The position of the C4 bumps corresponds to the points of minimum droop (shown in dark blue) and is clearly visible.

The upper-right and lower-right quadrants of Figure 6.38 show the voltage droop for a typical power density, which is defined here as the ratio of the thermal design power of the chip (61.5 W) to its area (131 mm$^2$) [6.26]. The result is 470 mW/mm$^2$ at 1.5 V. The
switching activity of the devices is modeled using triangular current sources that are uniformly distributed.

The upper-left quadrant corresponds to a region where the devices are less active and where the power density is halved. The voltage droop is much smaller there. The lower-left quadrant is very active. It consumes twice the typical power. The result is a 1.4% $V_{CC}$ droop.

### 6.6 Projections Using the Power-Supply Noise Timing Impact Model

The delay models of Sections 6.2 and 6.3 and the measurements of Section 6.4 can be used to analyze and extrapolate the impact of power-supply noise on timing for microprocessors. According to the 2002 Update of the International Technology Roadmap for Semiconductors, the clock frequency will scale as shown in Table 6.4. Die size however is no longer expected to grow. It is projected to remain between 140 mm$^2$ (for cost-performance products) and 310 mm$^2$ (for high-performance products). Here, a 225-mm$^2$ die is assumed. The clock signal propagation velocity is taken to be 20 μm/ps. This value is not expected to improve [6.20] and is in line with the ones published in [6.22]. Together, these assumptions imply a 750-ps clock distribution delay. This fixed delay will reach about 3 clock cycles for the 90-nm technology generation.

A lower bound on the frequency penalty associated with the power-supply noise can be estimated based on the board-level measurements described in Section 6.4. When the supply voltage suffers a common-mode drop of 63 mV, all device-dominated paths slow down. According to (6.47), with $k_1 = 0.91$ and $k_2 = 1.20$, the delay increase is:
At the same time, the supply voltage can exhibit 19 mV of differential noise. Thus, while some clock paths may suffer a 63-mV voltage drop, others may only experience a drop of 
\[(63 \text{ mV} - 19 \text{ mV}) = 44 \text{ mV}\]. From (6.108), with \(\chi_0 = 58\%\), \(\delta_1 = 0.80 \chi_0\), and \(\delta_2 = 1.10 \chi_0\), the delay difference corresponding to this voltage difference is:

\[
\frac{\Delta D}{D_0} = 1 - \delta_1 \frac{-63 \text{ mV}}{V_o - V_i} + \delta_2 \left(\frac{-63 \text{ mV}}{V_o - V_i}\right)^2 = 0.8\%
\]

According to Table 6.4, at 2.53 GHz, the clock wires have a latency of about 2 clock cycles. The clock inaccuracy introduced by these paths when they become unbalanced is thus equal to \(2 \times 0.8\% = 1.6\%\) of the cycle time. This increase in clock inaccuracy is assumed to affect the device-dominated paths experiencing the 63-mV voltage drop. Under this scenario, the total frequency penalty due to the power-supply noise is estimated at \(5.1\% + 1.6\% = 6.7\%\).

Assuming that the worst-case common-mode and differential noise on the system board will respectively remain at 4.2\% and 1.3\% of the nominal supply voltage (as measured in...
Section 6.4), the frequency penalty is expected to steadily increase as shown in Figure 6.39. The timing impact of the noise present on the system board could reach 7.6% for the 90-nm technology generation.

Based on the analysis of Section 6.5, it is reasonable to assume that the noise at the interface between the C4 bumps and the top on-chip metal layer can reach 131 mV and last several clock cycles. It also reasonable to assume an additional ohmic drop of 1.4% (i.e. 21 mV) for $V_{CC}$ and $V_{SS}$. This increases the maximum common-mode droop from 63 mV on the system board to 131 mV + 2 × 21 mV = 173 mV on chip. The corresponding timing degradation is:

$$\frac{D}{D_0} - 1 = -k_1 \frac{-173 \text{ mV}}{V_0 - V_i} + k_2 \left( \frac{-173 \text{ mV}}{V_0 - V_i} \right)^2 = 15.6\%$$

A long clock path routed over a region of the die where the power density is low would not suffer from a significant ohmic droop. Its supply voltage would only be reduced by the common-mode droop of 131 mV minus the differential noise of 19 mV. Its droop would thus be 112 mV. The delay difference between a long clock path experiencing a droop of 173 mV and a path experiencing a droop of only 112 mV is:

$$\frac{\Delta D}{D_0} = \left[ 1 - \delta_1 \frac{-173 \text{ mV}}{V_0 - V_i} + \delta_2 \left( \frac{-173 \text{ mV}}{V_0 - V_i} \right)^2 \right] - \left[ 1 - \delta_1 \frac{-112 \text{ mV}}{V_0 - V_i} + \delta_2 \left( \frac{-112 \text{ mV}}{V_0 - V_i} \right)^2 \right] = 3.1\%$$

The total frequency penalty including the on-chip power-supply noise is therefore estimated at 15.6% + 2 × 3.1% = 21.8%. As shown in Figure 6.39, the total frequency penalty is significantly higher when the on-chip noise is taken into account.

### 6.7 Summary

The power-supply noise injection models derived for a device driving a lumped load or a long interconnect are accurate. The mathematical complexity introduced by making the load distributed instead of lumped is significant, but the simplicity of the quasi-linear device model of Chapter 2 enables an analytical solution.
When analyzing the impact of power-supply noise on timing, the commonly used assumption that minimizing the peak of the supply voltage drop maximizes performance is wrong for the circuits of Section 6.2. It is more general to consider the average supply voltage while a circuit is switching. When the switching window is short with respect to the duration of the noise perturbation, minimizing the average voltage drop is equivalent to minimizing its peak. However, when the switching window is comparable to the duration of the noise perturbation, the peak is no longer sufficient to predict the performance of the circuit. The time-domain characteristics of the noise waveform become important. Fortunately, for typical device-dominated paths, these characteristics can be summarized reasonably well by averaging the noise waveform.

The board-level measurements presented in Section 6.4 show that the supply voltage can drop by 4.2% for the 2.53-GHz Pentium 4 microprocessor. They also indicate the presence of differential noise (1.3% of the supply voltage). A model representing the voltage regulator, the system board, the package, and the on-chip power distribution network is used to extrapolate the on-chip noise based on these board-level measurements.

The timing impact of the board-level power-supply noise is a reduction in frequency estimated at 6.7%. The total frequency penalty including the on-chip power-supply noise is estimated at 21.8%.
CHAPTER 7

Clock Distribution Using Multiple PLLs

and Digital Alignment

This chapter presents a novel architecture for clock distribution that uses multiple phase-locked loops (PLLs) for clock generation and digital feedback for skew compensation. The architecture is naturally suited for multi-core microprocessors.

Unlike the clock distribution network architectures discussed in Chapter 5 [5.2], [5.6], [5.10]-[5.17], the one proposed here is compatible with conventional design-for-debugability (DFD) and design-for-testability (DFT) techniques [5.4], significantly reduces the jitter accumulation problem [5.17], and supports multiple independent frequency and voltage scaling regions for better energy efficiency.

The feedback mechanism used for skew compensation requires variable-delay elements that are digitally adjustable. To implement them, this chapter proposes a new circuit topology that is based on a novel digitally adjustable resistor. The new circuit is compact and can be used to control the timing of the clocks in small linear steps.

Finally, two new skew compensation algorithms are proposed and analyzed. Compared to the simpler algorithms used in the past to align a limited number of clock domains [7.1], [7.2], [7.3], the new algorithms are significantly more scalable. They are also much more efficient at reducing skew when working with variable-delay elements having a limited range.
The clock distribution architecture proposed relies on distributed jitter filtering. The phase processing is decentralized and multiple filters are required for jitter attenuation. As shown in Figure 7.1, the proposed architecture consists of a global distribution network feeding an array of PLLs. The PLLs are kept synchronized using variable-delay elements that are digitally controllable. To prevent the PLLs from getting caught in an undesired stable equilibrium [7.4], the synchronization information is propagated in a single direction.

### 7.1.1 Global Clock Distribution

The multi-PLL distribution network described in [7.5] suffers from a basic problem, as discussed earlier in Chapter 5: the PLLs cannot be bypassed and the timing of the clock cannot be controlled cycle by cycle. This makes it incompatible with conventional DFT
and DFD techniques. In addition, it does not allow independent frequency and voltage scaling over different local clock regions.

The proposed solution is to build a conventional clock distribution network driven by a master PLL to feed the array of slave PLLs. The role of the master PLL is to filter the jitter contaminating the low-frequency system clock. The master PLL also synchronizes the phase of the system clock with the phase of the regional core clocks produced by the slave PLLs. This synchronization compensates for the delay of the conventional global clock distribution network. A variable-delay element is inserted before each slave PLL to terminate the global clock network. The variable-delay elements are used for skew compensation.

Since the master PLL and the slave PLLs can be bypassed, the sequential elements can be controlled step by step. Furthermore, the duty cycle of the clock can be adjusted at the output of each slave PLLs and intentional skew is easier to introduce since the variable-delay elements are digitally controllable. Therefore, this solution is compatible with conventional DFT and DFD techniques.

7.1.2 Synchronization of the Phase-Locked Loops

The role of the slave PLL array is to attenuate the clock jitter introduced by the global distribution network. Because the phase correction loop of each slave PLL is local (as opposed to global, like in [7.5]), it is quieter. Compared to long loops, these tight loops are less sensitive to supply voltage noise. Moreover, the slave PLLs can be designed and characterized independently from the rest of the clock distribution network since their feedback is entirely internal. This makes them easier to replicate.

Figure 7.2 schematically shows how the variable-delay elements are used to compensate skew. When at least one phase detector determines that a particular local clock region is too fast or too slow, a digital signal is returned to the variable-delay element controlling this region. By performing some basic digital signal processing on the phase error signal, the variable-delay element can decide how to adjust its delay.
Digital synchronization has a number of advantages over analog synchronization. Digital feedback signals are significantly less sensitive to noise, in particular to interlevel coupling noise, and, unlike analog signals, they can be routed without taking special precautions. The phase detectors producing the feedback signals can be much simpler than the analog phase detectors designed to avoid mode-locking in [7.5].

The clock distribution network proposed here prevents mode-locking by construction. The phase averaging mechanism is designed to avoid loops in the propagation of the phase information, as shown in Figure 7.3. The drawback of not directly using the slave PLLs for phase alignment is that the range of the variable-delay elements must be large enough to compensate the global clock skew.

A dedicated finite-state machine controls the initial acquisition of the locked state, like in [7.6]. To do this, the slave PLL array is initially bypassed. This makes the multi-PLL clock distribution network behave like a conventional network. It is worth noting that even when the array is bypassed, the slave PLLs can still try to lock to the master PLL. Once the master PLL and the slave PLLs achieve phase lock, the PLL array can be enabled. Enabling the PLL array can introduce small phase perturbations, but the master
PLL can quickly recover. When every PLL is phase locked again, skew compensation (i.e. phase alignment) can begin.

Detailed algorithms for phase alignment are given later in this chapter.

7.1.3 Independent Frequency Scaling

For microprocessors, dynamic frequency and voltage scaling is a very important power reduction technique. The technique is traditionally applied to an entire chip by adjusting the voltage and frequency according to the characteristics of its work load. When a chip is idle, high performance is not required. The voltage and frequency can then be reduced to cut dynamic and leakage power.

The proposed clock distribution architecture has the distinct advantage of begin capable of generating a different frequency for each local clock region. This is essential to enable a finer granularity of frequency and voltage scaling.

Having multiple frequency domains complicates skew compensation however. The solution proposed here is to allow the phase detectors controlling the variable-delay elements to operate only at certain times, when all the clocks are supposed to be aligned. This is shown in Figure 7.4 with four local frequency domains. The local clocks are 3, 4,
5, and 7 times faster than the system clock. When the frequency of each local clock is restricted to be an integer multiple of the frequency of the system clock, all the clocks should be aligned when the system clock rises. If not, skew compensation is required. Therefore, the solution to the multiple frequency domain problem is simply to use the system clock to sample the phase detectors and update the settings of the variable-delay elements.

Another problem is that dynamic voltage scaling can significantly change the latency of the clock through the local clock regions. However, any large latency variation in a particular region can be corrected by the slave PLL feeding it. This requires making the feedback loop of the slave PLL longer by moving the feedback point after the regional clock distribution network. Since a longer feedback loop could potentially increase jitter, another solution would be to make sure that the variable-delay elements have enough range to compensate the latency variation.

### 7.1.4 Local Clock Distribution

Any conventional strategy can be used to distribute the local clock. The clock of each local region is compared to the clock of the neighboring regions using binary phase
detectors. Since the feedback is digital, the clock of a local region can be easily gated to save power without compromising the stability of the entire network. The only action required is to instruct the neighboring regions to ignore the phase information coming from the sleeping region.

7.2 Digital Feedback Mechanism to Maintain PLL Synchronization

The clock produced by a particular PLL only has to be synchronized to the clocks produced by its neighbors. It is shown in [7.4] that an oscillator cannot always use the average phase of its neighbors for synchronization. The reason is that phase averaging can produce an undesired equilibrium that is stable and in which not all the oscillators have the same phase. This condition is called mode locking. It can occur if two neighbors produce clocks with phases of equal magnitude and opposite sign.

Mode locking can be avoided by ensuring that no loop exists in the propagation of the phase information. It is shown in [7.4] that mode locking can also be avoided by ensuring that the magnitude of the phase error between any pair of neighbors is below 90°. It is also shown in [7.4] that if this phase error guarantee cannot be provided, mode locking can still be avoided by using special phase detectors. These phase detectors must have a response that decreases monotonically beyond a phase difference of 90°.

Two fundamental PLL synchronization strategies are analyzed here: cyclic and acyclic phase averaging. It is argued that both theoretically and practically, acyclic phase averaging is preferable. Then, an implementation for the variable-delay elements required for PLL synchronization is presented.

7.2.1 Cyclic Versus Acyclic Phase Averaging

It is argued in [7.5] that from a clock jitter perspective, cyclic phase averaging is better than acyclic phase averaging. However, from a practical perspective, the opposite may be true. The argument is based on the comparison of two multi-PLL clock distribution networks modeled as linear systems. One of the systems propagates the phase alignment...
information in a single direction. The other uses cyclic phase averaging. Both systems are shown in Figure 7.5. The open-loop transfer function of each oscillator $G(s)$ is given by:

$$G(s) = \frac{2\zeta \omega_n s + \omega_n^2}{s^2}$$  \hspace{1cm} (7.1)$$

where $\zeta = (1/2)^{1/2} \approx 0.707$ is its damping factor and $\omega_n = 2\pi \times (25 \text{ MHz})$ is its natural frequency. A 1-GHz core clock is assumed. Jitter is modeled by white noise with $\sigma = 10$ ps.

The residual jitter of the two systems is compared for low, intermediate, and high frequencies. The assumption is that a single interconnect segment is noisy in each system. The conclusion reached in [7.5] is that the two systems have the same performance at low and high frequencies. For intermediate frequencies however, the conclusion is that cyclic
phase averaging is better because the additional error signals produced by the phase detectors significantly improve noise attenuation.

The assumption that each clock distribution network has a single noise injection point is incorrect and is worth revisiting. It is much more realistic to suppose that each long interconnect introduces jitter. This makes a big difference because with respect to acyclic phase averaging, cyclic phase averaging uses twice as many feedback interconnects. The jitter histogram when each long interconnect is noisy is shown in Figure 7.6 for both systems. Jitter is measured at the output of the third oscillator, just before reaching the
fourth phase detector. It is interesting to observe that cyclic phase averaging introduces slightly more jitter. Under the more realistic noise assumption, it appears that acyclic phase averaging is better than cyclic phase averaging.

Combining acyclic phase averaging with digital feedback also enables certain optimizations that are not possible with the cyclic phase averaging strategy presented in [7.5]. For instance, the slave PLLs described in the clock distribution network proposed here can be designed to maximize jitter attenuation, as opposed to minimizing the probability of mode locking. The reason is simply that mode locking is impossible by construction. With acyclic phase averaging and digital feedback, certain clock gating optimizations that would make a clock distribution network using analog cyclic phase averaging unstable also become possible.

### 7.2.2 Implementation of the Variable-Delay Element

The multi-PLL clock distribution architecture described in this chapter requires variable-delay elements for skew compensation. The variable-delay element proposed here is logically equivalent to an inverter. It is constructed using a digitally adjustable resistor.

In [7.7], a digitally adjustable resistor is used to control the impedance of a line driver. The resistor is built using a row of transistors having binary-weighted widths. The conductance of the row can be varied linearly, but its resistance cannot. In [7.1], a skew compensation circuit uses a variable-delay element constructed using inverters and transmission gates. The transmission gates are used to digitally connect or disconnect capacitors to the output of the inverters. Unfortunately, the delay steps are non-linear and remain relatively coarse. Another variable-delay element is proposed in [7.8]. It achieves a 26-ps resolution in a 350-nm fabrication technology. However, it requires an output multiplexer and occupies a rather large area.

The new circuit proposed here is a significant generalization of the ideas presented in [7.7] because multiple transistor rows are allowed and because the binary-weighted transistor width constraint is removed. The result is a digitally adjustable resistor that can be controlled with a considerably higher resolution and over a wider range.
The general circuit topology of the variable-delay inverter is shown in Figure 7.7. An \( n \)-bit control signal called \( b \) sets the delay between the rising input transition and the falling output transition. The pull-down stack uses an array of \( n \)-devices in which multiple rows are allowed. The transistor array actually forms the digitally adjustable resistor. Each bit of the control signal is connected to the gate of one transistor in the array.

The rising output transition cannot be controlled by the proposed circuit. However, two variable-delay elements in series would permit the manipulation of both edges. Alternatively, another digitally adjustable resistor build using \( p \)-devices could be added to the pull-up stack. Using \( p \)-devices instead of \( n \)-devices would perhaps reduce the substrate noise sensitivity of the circuit.

In Figure 7.7, it is reasonable to assume that all the control bits for a particular row cannot be simultaneously zero to guarantee that the output can switch. Every control bit
combination that blocks the pull-down stack is considered illegal. The resistance of the pull-down stack is minimal when all the \( n \) transistors of the array are conducting. The maximum resistance is achieved when, for each row, only the smallest device conducts.

In general, different control bits produce different pull-down resistances. It is worth noting that a relatively small number of bits can produce a large number of resistance values (roughly \( 2^n \)). The problem is deciding which control bit combinations to use and which to avoid. For this, it is convenient to assign a resistance label \( L \) to each combination of control bits \( b[n-1:0] \) that can be legally applied to the array. The resistance label is just an integer. The problem of choosing which combinations to apply to the digitally adjustable resistor then becomes a coding problem.

It is possible to carefully choose the transistors widths such that the resistance values are fairly evenly distributed between their minimum and maximum, like in Figure 7.8. The horizontal axis represents the control bits that must be applied to produce a particular resistance value. Each set of control bits determines which transistors are on and which are off. In other words, each set of control bits defines a particular combination of transistors connected in parallel and in series in the array.

With a large number of points densely scattered between \( R_{\text{min}} \) and \( R_{\text{max}} \), the resistance of the pull-down stack can be varied in small steps. For any desired resistance value between \( R_{\text{min}} \) and \( R_{\text{max}} \), the existence of a transistor combination producing nearly the same value is guaranteed if the scattering density is high enough. Mathematically, any desired pull-down resistance \( R(L) \) lying between \( R_{\text{min}} \) and \( R_{\text{max}} \) can be very closely approximated by \( \hat{R}(L) \) if the control bits associated with the resistance label \( L \) are chosen such that

\[
\left| \hat{R}(L) - R(L) \right| \quad (7.2)
\]

is minimized. Because the desired pull-down resistances are arbitrary, they can follow the points of any linear or non-linear function of \( L \). The only restriction is that the function must be bounded by \( R_{\text{min}} \) and \( R_{\text{max}} \).
When a digitally adjustable resistor is subjected to random process variations, the resistance corresponding to a particular control bit combination varies randomly from its nominal value. However, some control bit combinations can be more robust than others. For instance, if the channel length of every transistor is varied randomly, the resistance corresponding to the control bit combination labeled $L_0$ may deviate from its nominal value by 2%. The resistance corresponding to $L_1$, another control bit combination, may change by 5%. In other words, the resistance associated with $L_0$ is more stable than the resistance associated with $L_1$.

The control bits to apply to the digitally adjustable resistor can be chosen to take advantage of the fact that some combinations are more stable than others. Let $L$ be the label of a particular set of control bits. Also, let the range of resistance values corresponding to $L$ be defined by $\hat{R}_{\min}(L)$ and $\hat{R}_{\max}(L)$ when the digitally adjustable resistor is random perturbed. Mathematically, the best control bit combination to approximate a desired pull-down resistance $R(L)$ lying between $R_{\min}$ and $R_{\max}$ minimizes:

$$\max\left(\left|\hat{R}_{\min}(L) - R(L)\right|, \left|\hat{R}_{\max}(L) - R(L)\right|\right)$$

Equivalently, the optimal control bit combination minimizes the worst-case resistance deviation from the desired value.
Figure 7.9 shows a variable-delay inverter having a 2-by-4 transistor array followed by a conventional inverter. The input is $x$. The output of the variable-delay inverter is $y$. A dummy load is connected to $z$, the output of the conventional inverter. The conventional inverter helps to protect the output of the variable-delay inverter against load variations. The purpose of the circuit is to adjust the timing of the rising edge of $z$ in small linear steps. Varying the digitally adjustable resistor linearly is not the primary goal. In fact, by purposely choosing non-linear steps for the digitally adjustable resistor, some second-order delay variations due to the second inverter can be compensated. In particular, the digitally adjustable resistor is used here to compensate the variable shape and transition time of $y$.

Since the falling edge of $y$ is adjustable, so is the rising edge of $z$. There are 256 possible control bit combinations: 225 are legal and 31 are illegal. By choosing 51 of the legal combinations as described earlier, the rising edge of $z$ can be varied in 1-ps steps over a 50-ps range.

Figure 7.10 shows the simulated waveform associated with each combination. The delay steps are too small to make the 51 rising edges distinctly visible. However, the achievable
delay points are clearly shown in Figure 7.11. The transition time of the rising edge is nearly constant. Obviously from the graph, the falling edge is practically not disturbed by the variable resistance of the pull-down stack. When the rising edge moves, the position of the falling edge remains within 0.5 ps of its average value. The reason for this stability is the n-device connected to node $y$. When $y$ rises, $z$ falls. But because that n-device is off when $y$ rises, only the capacitance of $y$ gets charged. Since the control bits do not affect this capacitance, they do not affect the rising delay of $y$ either.

![Simulated waveforms](image)

Figure 7.10: Simulated waveforms.

Figure 7.11 also shows the robustness of the digitally adjustable resistor against uncorrelated channel length variations. The points represent the delays nominally achievable. Each line represents a particular channel length variation experiment. For each experiment, the channel length of each transistor in the simulation schematic is varied randomly. Each experiment is run under nominal process, voltage, and temperature conditions. It is interesting to observe that the random variations tend to increase or decrease all the achievable delays relatively uniformly. The delay steps are not significantly affected in any of the random experiments and remain at 1 ps.
Figure 7.11: Effect of channel length variations on delay.

Figure 7.12: Effect of process, voltage, and temperature.

Figure 7.12 shows how the variable-delay inverter is affected when the design corner changes. More precisely, the supply voltage and the temperature are respectively varied by 25% and 50 degrees at various process corners. Like most circuits, the absolute speed of the variable-delay element varies considerably. However, for the purpose of comparing its behavior under the different design corners, it is convenient to normalize
its speed. Here, all the curves are normalized to their average. Regardless of the design corner, the control bit combination labeled $L = -25$ is always about 30% faster than the combination labeled $L = 0$. The remarkable similarity of all the curves indicates that changing the process, voltage, and temperature conditions uniformly moves the delays points. In other words, although the design corner has a considerable influence on the absolute range of the variable-delay inverter, it does not significantly affect its linearity.

Here, the control bits are only optimized for the nominal design corner. However, a different set of control bit combinations could be used for each design corner to further improve the linearity of the circuit.

7.3 Clock Alignment Algorithms

There are many ways of using the digital feedback mechanism proposed earlier to keep the PLLs synchronized. This section describes the two clock alignment algorithms that were first proposed in [7.9]. Both algorithms are more general than the one later proposed by Dike et al. in [7.10] since they do not assume that mode locking is practically unlikely.

The two algorithms described here are designed for continuous operation. As in [7.10] and [7.11], they suppose that being able to compensate slow variations in temperature and supply voltage is important. But unlike the hierarchical skew compensation strategy used on the Pentium 4 [7.12], they do not suffer from phase error accumulation.

The first algorithm is the simpler of the two. It is called the spinning wheel algorithm. It imposes more difficult specifications for the design of the variable-delay elements. Dike’s algorithm reuses many of the same ideas and is very similar to it. The second is the range sharing algorithm. It is more complex, but it also makes the variable-delay elements simpler to design.

7.3.1 Spinning Wheel Algorithm

The spinning wheel algorithm starts with the clock produced by the slave PLL located in the upper-left corner of the chip. This PLL is called the reference PLL. The idea is to
propagate its phase along the main diagonal of the die until all the other slave PLLs have
the same phase. The algorithm produces the same PLL alignment order as the spinning
wheel shown in Figure 7.13.

Figure 7.13: Spinning wheel phase alignment.

Generally, for an $N$-by-$N$ array, the algorithm needs $2 \times (N - 1)$ alignment steps. For the
4-by-4 array shown in Figure 7.14, six steps are required. The duration of each step is
fixed. During step 1, the PLLs located on the first alignment diagonal (i.e. PLL$_{1,2}$ and
PLL$_{2,1}$) adjust their phase to the phase of the corner PLL, PLL$_{1,1}$. During step 2, the PLLs
located on the second diagonal align themselves to the PLLs located on the first diagonal.
The other intermediate steps are similar. During step 6, the PLL located on the last
diagonal finally aligns its phase to the phase of the PLLs located on the fifth diagonal.
After the completion of the last step, the alignment process can occasionally be restarted
for another pass to compensate slow temperature and supply voltage variations. It is
worth noting that before the first pass, the clocks can be significantly misaligned. The
reset controller of the chip should wait for its completion before signaling the end of the
reset sequence.

7.3.1.1 Details

The spinning wheel algorithm can be implemented using two simple controllers: a global
alignment controller and a local alignment controller. A single instance of the global
controller is needed. One instance of the local controller is required for each variable-delay element.

![Figure 7.14: Unidirectional phase alignment.](image)

The role of the global alignment controller is to manage the local controllers. It ensures that the alignment process correctly proceeds along the main diagonal. Specifically, the global controller needs to send a signal to enable the appropriate local controllers during each alignment step. The simplest strategy for this is to limit the duration of each alignment step. The global controller also decides when to restart the alignment process.

Each local alignment controller manages a variable-delay element. Every controller either receives one or two digital phase error signals. Because the phase error signals can be fairly noisy, they are filtered using a simple digital low-pass filter, as in [7.11]. The filtered signals are then used to decide if the delay of the variable-delay element should be increased or decreased. This digital filter can be implemented using shift registers and a majority decoder. Even though the local controllers can receive one or two phase error signals, a single circuit is sufficient. A PLL receiving just one phase error signal can be considered as receiving two signals that are always identical.

Multi-PLL clock distribution is justified in part because the clock produced by the master PLL can be significantly corrupted by skew and jitter when it reaches the variable-delay
elements. This is a problem when it comes to clocking the alignment controllers. The solution is to use a frequency divider to produce a slower clock for them. The frequency of the slow clock has to be low enough (say 4 or 8 times slower) to make the inaccuracy of the fast clock a small fraction of the slow cycle. With this trick, all the alignment controllers can be clocked by the master PLL.

### 7.3.1.2 Analysis

There are two main problems with the spinning wheel algorithm. The first problem is related to the limited range of the variable-delay elements; the second is caused by their limited resolution.

![Figure 7.15: Complete (top) and incomplete (bottom) skew compensation.](image)

The range of the variable-delay elements must be relatively wide to guarantee the compensation of the skew introduced by the clock distribution network. Figure 7.15 assumes that the distribution network introduces 20 ps of skew for a 10-GHz clock. The range of the variable-delay elements is also supposed 20 ps. In other words, they can increase or decrease their delay by a maximum of 10 ps. If the delay error for PLL\(_{1,1}\) is zero, the range of the variable-delay elements is sufficient to completely compensate the
skew. However, if the delay error for the reference PLL is 5 ps, the variable-delay elements may only be able to partially compensate the skew. In general, the spinning wheel algorithm requires the range of the variable-delay elements to be twice the worst-case skew to guarantee its compensation.

The second problem is the limited resolution of the variable-delay elements. When the phase of a PLL becomes aligned to the phase of its upstream neighbors, its local controller keeps updating the variable-delay element. This continuous update makes the phase oscillate above and below its ideal value. When the global controller instructs that

Figure 7.16: Spinning wheel skew reduction (top) and alignment steps (bottom).
PLLs to stop updating its variable-delay element, the phase is within plus or minus a delay step of the desired value. Therefore, two converged clocks can be two delay steps apart. This is an issue if the variable-delay elements have a relatively coarse resolution.

7.3.1.3 Simulation Results for a 10-GHz Clock

The phase alignment process for a clock distribution network with 16 PLLs is shown in Figure 7.16 for a hypothetical 10-GHz clock. Initially, the clock inaccuracy is 16 ps. One slave PLL produces a clock reaching the sequential elements 9 ps too late. Another produces a clock reaching the sequential elements 7 ps too soon. The clock produced by the reference PLL is late by 3 ps with respect to its nominal arrival time.

The clocks are aligned one diagonal at a time. Each diagonal is enabled for 100 clock cycles by the global controller. This 100-cycle duration is determined \textit{a priori} by the step size of the variable-delay elements, the bandwidth of the slave PLLs, and the amount of skew to compensate. If it is too short, the skew compensation process may not complete. If it is too long, the time required to synchronize all the PLLs may become prohibitive. The alignment process is clearly visible. At time 100, step 1 begins. The variable-delay elements of the two slave PLLs located of the first alignment diagonal are activated. Their clocks start to drift toward the reference clock and stop when they reach it. Step 2 begins at time 200 and is similar. After the completion of the 6 alignment steps, the global clock skew is reduced below 1 ps. The clock skew between adjacent PLLs is actually smaller.

Figure 7.17 shows what happens when the range of the variable-delay elements is insufficient. The problem is the rather large delay error of the reference PLL. The two slave PLLs located on the first alignment diagonal have enough range to reach the reference clock. However, two of the PLLs on the second alignment diagonal saturate before reaching it. Since the worst saturation point is 5 ps below the reference PLL, the residual skew is 5 ps.

The wires connecting the master PLL to the slave PLLs introduce a significant amount of jitter. However, this jitter is strongly attenuated by the slaves. Even more jitter is
introduced by the local clock distribution networks and by the phase detectors. This jitter is not filtered and actually dominates the clock inaccuracy at the end of the alignment process. For clarity, the jitter is not shown in Figure 7.16 and Figure 7.17.

7.3.2 Range Sharing Algorithm

The range sharing phase alignment algorithm is a solution to the inefficient range management of the spinning wheel algorithm. It is motivated by the general difficulty of constructing a circuit having both a high precision and a wide range. The higher complexity of the range sharing algorithm reduces the range required for the variable-delay elements. Reducing this range helps to make their delay step small. The step size that the variable-delay elements can achieve is important because it limits the amount of skew that can be compensated.

Just like the spinning wheel algorithm, the range sharing algorithm starts with the clock produced by the reference PLL located in the upper-left corner of the chip. Its phase is still propagated along the main diagonal of the die. However, if a variable-delay element reaches one of its delay limits, a signal is sent back to the reference PLL. The reference PLL can then try to share the range of its variable-delay element with the out-of-range PLL.
7.3.2.1 Details

The range sharing phase averaging algorithm requires three controllers: a global alignment controller, a local alignment controller, and a reference alignment controller. As its name implies, the reference alignment controller is needed for the reference PLL.

The global controller manages the alignment process along the main diagonal. Unlike the controller used by the spinning wheel algorithm, this controller must also manage the out-of-range conditions that the local controllers may signal. This is done by interrupting the alignment sequence along the main diagonal and forwarding a signal to the controller of the reference PLL.

The controller of the reference PLL decides how to manage the requests for phase adjustment coming from the downstream PLLs. A delay increase alleviates insufficient minimum range problems. A decrease alleviates insufficient maximum range problems. For example, the partial skew compensation problem shown in Figure 7.15 is a maximum range problem. It can be solved by decreasing the delay of the variable-delay element of the reference PLL by 5 ps. Of course, the variable-delay element of the reference PLL can also reach the limits of its compensation range. Then, range sharing is no longer possible.

7.3.2.2 Analysis

Range sharing can significantly increase the number of clock cycles required to complete the first skew compensation pass. The worst case is when the PLL located on the last alignment diagonal signals an out-of-range condition. Then, the variable-delay element of the reference PLL is updated and the alignment process restarts almost from scratch.

A simple solution to limit the number of iterations required to complete the first compensation pass is to use large delay steps for the reference PLL. When a local controller signals an out-of-range condition, the variable-delay element of the reference PLL can be adjusted by one step in the appropriate direction. The larger the step, the faster the reference PLL can reach an acceptable position. The drawback of using large steps is that if the window of acceptable positions is too small, it may be missed. Another
solution is to perform a binary search to find an acceptable setting for the variable-delay element of the reference PLL. The variable-delay element of the reference PLL starts with a large step for fast convergence. Then, the step size is cut in half whenever an out-of-range condition occurs. This ensures that if the reference controller has a setting that prevents saturation, it is not missed.

7.3.2.3 Simulations Results for a 10-GHz Clock

The phase alignment process for a clock distribution network with 16 PLLs is shown in Figure 7.18. Like before, the variable-delay elements have a 20-ps range. They can increase or decrease their delay by up to 10 ps. Initially, the reference PLL has a delay error of -6 ps and one of the slave PLLs has an error of almost 10 ps. Since each error can only be moved 10 ps, the slave PLL can only reach 0 ps. This means that the limited range of its variable-delay element would cost 6 ps of skew with the spinning wheel algorithm.

Here, when the variable-delay element of that slave PLL saturates, a message is sent to the reference controller. This controller then increases the delay of its variable-delay element by 5 ps to help the variable-delay element that is out-of-range. After this, the alignment process continues. Of course, a 5-ps delay adjustment cannot completely bridge the original 6-ps gap, but the adjustment reduces it to 1 ps.

The variable-delay element of the slave PLL still saturates with a 1-ps gap. This eventually produces another message for the reference controller. The step size is cut in half and the delay is increased again. The new adjustment makes the phase of the reference PLL go too high because it makes some variable-delay elements saturate. The overshoot occurs at time 400 and is corrected at time 800 by the binary search process. After the determination of a correct setting for the variable-delay element of the reference PLL, the range sharing algorithm behaves like the spinning wheel algorithm and rapidly converges. At the end of the alignment process, the skew between adjacent PLLs is well below 1 ps.
7.3.3 Comparison to Hierarchical Skew Compensation

Unlike the hierarchical skew compensation algorithm used on the Pentium 4 microprocessor [7.12], the spinning wheel and range sharing algorithms do not suffer from phase error accumulation.

The problem with the hierarchical skew compensation strategy used on the Pentium 4 is that the phase of some physically adjacent clock regions is processed through several phase detectors in series. Because these phase detectors are subject to within-die variations, they are always biased. This bias results in incorrect feedback signals for the variable-delay elements and introduces clock skew. For instance, with the binary phase comparison network feeding the 4-by-4 array shown in Figure 7.19, some adjacent regions are separated by five phase detectors while some non-adjacent regions are separated by seven detectors. The minimum step size of the variable-delay elements also introduces skew. As shown in Figure 7.20, the skew introduced depends if the phase comparison begins with an early clock or a late clock. When the adjustable clock is early, its phase is increased one step size at a time, until it passes the trip point of the phase detector. Then, the phase of the adjustable clock is guaranteed to be to the right of the trip
point. Conversely, starting with a late clock yields a final phase that is always left of the trip point.

As opposed to the hierarchical skew compensation strategy of the Pentium 4, the spinning wheel and range sharing algorithms ensure that adjacent clock regions are always separated by a single phase detector.

The advantage of having a single phase detector between adjacent clock regions can be quantified by modeling the bias $B$ of each phase detector as a zero-mean Gaussian random variable:

$$B \sim N(0, \sigma_B) \quad (7.4)$$

The skew $M$ due to the minimum step size $\Delta$ of the variable-delay elements can be modeled as a random variable uniformly distributed over $[0, \Delta]$:

$$M \sim U(0, \Delta) \quad (7.5)$$

The total skew $S$ for a phase detector where the phase comparison starts with an early clock is:

$$S = B + M \quad (7.6)$$
If the phase comparison starts with a late clock, $S$ is given by:

$$S = B - M$$  \hspace{1cm} (7.7)

With hierarchical skew compensation, it is advantageous to alternate the direction of the phase comparisons across the levels of the hierarchy. Since the mean of $M$ is half a step size, alternating the direction helps the variable-delay elements avoid saturation. Alternating the direction of the phase comparisons is also possible with the spinning wheel and range sharing algorithms.

Figure 7.21 shows the results of a numerical simulation of the skew accumulated through the five phase detectors of Figure 7.19. The bias of the phase detectors has a standard deviation $\sigma_B$ of 1.0 ps. The minimum step size $\Delta$ of the variable-delay elements is also 1.0 ps. With hierarchical skew compensation, the skew is 2.2 times higher than with either the spinning wheel or the range sharing algorithm.

7.4 Summary

The multi-PLL clock distribution proposed here is compatible with conventional design-for-debugability (DFD) and design-for-testability (DFT) techniques. The slave PLLs
significantly reduces the jitter accumulation problem associated with conventional clock distribution techniques. They also enable independent frequency and voltage scaling for the regional core clocks for better power reduction.

The proposed network of variable-delay elements can perform skew compensation even when different frequencies are generated for the regional core clocks. The spinning wheel phase alignment algorithm has a lesser micro-architectural impact and is faster than the range sharing algorithm. However, it is not as efficient at compensating skew. Nevertheless, its performance can still be acceptable if the range of the variable-delay elements used for skew compensation is wide enough. Generally, the range sharing algorithm is preferable only if the skew to compensate can exceed half the range of the variable-delay elements. Both algorithms outperform the hierarchical skew compensation algorithm used on the Pentium 4 microprocessor [7.12] by significantly reducing the skew accumulated through the phase detectors. For an array of 4-by-4 local clock regions, the skew is 2.2 times higher with hierarchical compensation.

Figure 7.21: Skew accumulation due to phase detectors.
CHAPTER 8

Conclusions

The objective of this dissertation is to better understand clock distribution in order to identify opportunities and strategies for improvement by analyzing the conditions under which the optimal tradeoff between power and performance can be achieved, by modeling the constraints associated with local and global clocking, by evaluating the impact of noise, and by investigating promising new design strategies for future integrated systems.

This chapter summarizes the important conclusions of the dissertation and the main contributions of this research. It also proposes possible areas for additional research.

8.1 New Quasi-Linear MOSFET Model

The MOSFET model described in Chapter 2 is mathematically simpler than the one proposed by Sakurai and Newton about 15 years ago [2.1]. When the device is in saturation, the new model is more accurate because it does not neglect channel-length modulation. There, the drain current is modeled as a linear function of the gate-to-source and drain-to-source voltages. The fixed drain-to-source voltage separating the linear and saturation regions of operation also contributes to the model’s mathematical simplicity.

8.2 Optimal Tradeoff Between Power and Sequencing Overhead

The analysis of the tradeoff between power and sequencing overhead is based on two generic power and frequency models. The first model describes how the dynamic power, the short-circuit power, and the subthreshold leakage power of a synchronous digital
system vary with the supply voltage. Its validity is confirmed by ring oscillator simulations and by measurements taken on a 200-nm G4 microprocessor [3.11]. The frequency scaling model only captures the first-order supply voltage dependence, but can still describe accurately the measurements taken on a 150-nm SPARC V9 microprocessor [3.9] and on a 130-nm Itanium microprocessor [3.17]. The notions of the power-performance cost and benefit are then formally defined. It is mathematically shown that the tradeoff between power and performance is locally optimal if and only if the cost of any design change equals its benefit.

8.3 Local Clocking

For flip-flops, the setup time required for capturing a zero is generally different from the setup time for capturing a one. So are the times required for launching a zero and a one. For paths whose polarity cannot be determined \textit{a priori}, the sequencing overhead is the worst-case setup time plus the worst-case launch time. The optimal setup time is traditionally defined as the setup time minimizing that sequencing overhead. The generalized definition proposed in Section 4.2 minimizes the sequencing overhead under all possible clock arrival times. Unlike the traditional definition, the generalized one accounts for flip-flop transparency and for clock inaccuracy. A model for the data-dependant clock jitter resulting from the switching activity of sequentials with naked clocks is proposed. It is shown that the impact of the clock transition time on the sequencing overhead is significant.

Section 4.3 derived a model to analyze the properties of the local clock buffers used in [4.4]. The model is applied to better understand how the delay tracks the supply voltage. It shows that the impact of device sizing on tracking is relatively small and that sizing the devices for equal rise and fall delays is not mandatory. The model is also used to analyze the gain of the local clock buffer. It quantifies the relationship between gain and delay. It shows that local clock buffers driving small loads can suffer a significant gain loss due to the parasitic wire capacitance of their internal nodes.
Finally, a non-linear model is proposed for the bandwidth of a local clock buffer driving a local interconnect. The non-linearity is required to adequately capture the behavior of the devices. The model is used to analyze crosstalk jitter and to examine the conditions where clock shielding is advantageous from a power standpoint. A typical 130-nm local clock interconnect is analyzed, with and without shielding. The results show that for a hypothetical 1.2-V chip running at 5.0 GHz and with parameters similar to the microprocessor described in [4.4], removing the shields can save 2.14 W of power while only increasing the crosstalk jitter by 1.7 ps.

8.4 Global Clocking

The power required for global clock distribution is fairly small, but not negligible. Using minimum rectilinear Steiner trees (MRSTs), it is shown that when the number of loads is very small, the fixed interconnect cost associated with a full or partial clock grid makes H-trees a better choice for minimizing power. However, as the number of loads increases, the difference between the three structures is found to practically vanish. It is also shown that the dispersion of the loads significantly impacts the total length of the wires required to connect them, and therefore, the power required for global clock distribution.

It is observed that several skew and jitter compensation strategies require sending signals over long distances and across multilevel interconnect structures, where the capacitive coupling between adjacent layers creates interlevel coupling noise. The power spectral density for this interlevel coupling noise at the far-end of a victim line is rigorously derived. The result is a closed-form expression that accounts for the switching activity of the attackers and the electrical parameters of the victim.

A probabilistic bound for the magnitude of the interlevel coupling noise is then derived. It formally shows that for attackers with an uncorrelated switching activity, the assumption that the conductors orthogonally routed above and below the victim behave as a quiet metal plane is statistically very good.
8.5 Timing Impact of Power-Supply Noise

The power-supply noise injection models derived in Chapter 6 for a device driving a lumped load or a long interconnect are accurate. The mathematical complexity introduced by making the load distributed instead of lumped is significant, but the simplicity of the quasi-linear device model of Chapter 2 enables an analytical solution.

When analyzing the impact of power-supply noise on timing, the commonly used assumption that minimizing the peak of the supply voltage drop maximizes performance is wrong for the circuits of Section 6.2. It is more general to consider the average supply voltage while a circuit is switching. When the switching window is short with respect to the duration of the noise perturbation, minimizing the average voltage drop is equivalent to minimizing its peak. However, when the switching window is comparable to the duration of the noise perturbation, the peak is no longer sufficient to predict the performance of the circuit. The time-domain characteristics of the noise waveform become important. Fortunately, for typical device-dominated paths, these characteristics can be summarized reasonably well by averaging the noise waveform.

The board-level measurements presented in Section 6.4 show that the supply voltage can drop by 4.2% for the 2.53-GHz Pentium 4 microprocessor. They also indicate the presence of differential noise (1.3% of the supply voltage). A model representing the voltage regulator, the system board, the package, and the on-chip power distribution network is used to extrapolate the on-chip noise based on these board-level measurements. The timing impact of the board-level power-supply noise is an estimated 6.7% frequency reduction. The total frequency penalty including the on-chip power-supply noise is estimated at 21.8%.

8.6 Clock Distribution Using Multiple PLLs

The multi-PLL clock distribution proposed in Chapter 7 is naturally suited for multi-core microprocessors. It is compatible with conventional design-for-debugability (DFD) and design-for-testability (DFT) techniques. The slave PLLs significantly reduce the jitter
accumulation problem associated with conventional clock distribution techniques. They also enable independent frequency and voltage scaling for the regional core clocks for better energy efficiency.

8.7 Digital Skew Compensation

Chapter 7 also proposed a network of variable-delay elements to perform skew compensation, even when different frequencies are generated for the regional core clocks. The spinning wheel phase alignment algorithm has a lesser micro-architectural impact than the range sharing algorithm. It is also simpler. However, the spinning wheel algorithm is not as efficient at skew compensation. Nevertheless, its performance can still be acceptable if the range of the variable-delay elements used for skew compensation is wide enough. Generally, the range sharing algorithm is preferable only if the skew to compensate can exceed half the range of the variable-delay elements. Both algorithms outperform the hierarchical skew compensation algorithm used on the Pentium 4 microprocessor [7.12] by significantly reducing the skew accumulated through the phase detectors.

8.8 Future Work

One of the possible extensions of this dissertation includes research to better understand the impact of random local clock buffer (LCB) placement on global clock power. High-gain LCBs tend to have a relatively small input capacitance. In practice, the global clock power required to charge and discharge the input capacitance of such LCBs can often be neglected compared to the power consumed by the global clock interconnects. When this is the case, the power required for global clocking is determined to a large extent by the number and position of the LCBs as well as by the routing strategy used to connect them. The simple scenarios analyzed in Chapter 5 could be supplemented by including realistic electrical limits on maximum interconnect delay and on maximum LCB load per interconnect.
Another research avenue is half-frequency clocking using dual-edge triggered (DET) flip-flops for lower power. DET flip-flops are flip-flops that capture data on both the rising and falling edges of the clock. They are more complex than conventional flip-flops. DET flip-flops typically contain more circuitry and thus occupy more area. They also tend to make design for testability more difficult or expensive. However, half-frequency clocking promises to potentially cut in half the power used for global and local clocking. To achieve this potential, low-power DET flip-flops are needed. In addition, an efficient strategy is required to disable the clock for idle DET flip-flops. The reason is that dual-edge triggering can complicate clock gating. If a particular clock edge supplied to a DET flip-flop is suppressed to save power, the direction of the next clock edge must be flipped compared to what it would have been without gating. Furthermore, if the power consumed using DET flip-flops in response to a single clock transition is much higher than the one that would be consumed using regular flip-flops, the power advantage resulting from half-frequency clocking may be lost completely.

To better understand the impact of power-supply noise, it would also be interesting to investigate measurement techniques to better probe the supply voltage waveforms actually reaching the devices under realistic conditions of operation. Accurate probing at the device level is very challenging for high-frequency microprocessors. First, physically reaching the device to measure through the package can be difficult. In addition, the small amplitude and large bandwidth of the waveform of interest, i.e. the power-supply noise waveform, make it difficult to distinguish from the measurement noise. Care must also be taken to avoid perturbing the signal of interest with the impedance of the probe. These measurements would help clarify the statistical properties of the power-supply noise on a cycle-by-cycle basis with arbitrary input vectors. They would also help validate the argument that when predicting the timing impact of the noise on a circuit, the average supply voltage during switching is more important that the peak of the noise.

The multi-PLL clock distribution architecture of Chapter 7 allows several clock domains, each getting a different supply voltage and running at a different frequency. The ability to simultaneously perform dynamic voltage and frequency scaling on multiple clock
domains promises important power savings. It also makes exchanging data between these domains more difficult. This creates opportunities for research into synchronization strategies optimized for that purpose.

8.9 Publications

This research has resulted in the following publications:


8.10 Summary

Integrated systems with billions of transistors on a single chip are a new reality. These systems include multi-core microprocessors and are built today using deca-nanometer devices organized into synchronous digital circuits. Appropriate clocking strategies are imperative to keep the devices properly coordinated. These strategies have a significant impact on the frequency of operation and, consequently, on the performance of the systems. The clocks are also responsible for a large fraction of the power consumed by these systems.

The conditions under which the optimal tradeoff between power and performance can be achieved have been derived. Models for the constraints associated with local and global clocking have been developed and validated. The impact on timing of power-supply noise and of interlevel coupling noise has been modeled and analyzed. Finally, promising new design strategies for future integrated systems have been proposed.

Possible extensions of this dissertation include research to better understand the impact of random local clock buffer placement on global clock power, half-frequency clocking using dual-edge triggered flip-flops, the properties of the supply voltage waveforms actually reaching the devices under realistic conditions of operation, and the synchronization strategies that should be used for efficiently crossing clock domains having different supply voltages and running at different frequencies.
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