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CHAPTER 1  INTRODUCTION

1.1 Background and Motivation

The perpetual growth of information technology has demanded that the electronics industry continues to improve in performance, density, functionality, and reliability. Many technical innovations have overcome technical hurdles to enable and achieve these improvements. One of the improvements, transistor density in the last several decades, has increased with Moore’s law [1] accompanied by increased operation frequency of electronic systems. In addition, advancements in integration have led to smaller size devices, as shown in Figure 1 [2].

However, this trend of continuous growth challenges the electrical integrity of electronic systems. Integrity, a nomenclature which means an undiminished status, is
widely used to guarantee the performance of electronics systems through simulations. The goal of signal integrity (SI) is to ensure perfect timing and minimum reflection without any kind of coupling or distortion. In contrast, power integrity (PI) estimates non-ideal effects of the power/ground network with minimum switching noise. Both are crucial to meet the operational specifications of digital systems and guarantee better performance, as shown in Figure 2.

![Signal Integrity Diagram](image)

**Figure 2** Signal integrity and power integrity for high speed designs.

One of the most significant discussions in electronic system packaging is three dimensional integration. Many design challenges, such as performance, form factor, and density, have been overcome using this technique. Therefore, three-dimensional integrated circuits (3-D ICs) have many advantages, such as dramatically improved transistor density, electrical performance, and functionality [3]. However, 3-D technology also has some engineering related issues in modeling, design, fabrication, testing, and thermal management. Figure 3 shows the most widely used application options of TSV-based 3-D integration with and without an interposer, which are referred to as 2.5-D and 3-D integration.
Increased circuit and system density result in increased power and thermal density of 3-D ICs which requires consideration of thermal management solutions. Hot spots and temperature gradients, as shown in Figure 4, significantly affect signal quality and degrade system performance. Those temperature-induced problems originate from increased power density in 3-D ICs [4]. Previous literature has indicated that temperature gradients in 3-D ICs are three times more severe than conventional ICs [5] and highest on-chip temperature gradients in some systems can be over 50 degrees Celsius [6], which pose significant problems for ensuring system reliability [7].

Figure 4  Temperature gradient in a 3-D integrated system [8].
For example, consider a 3-D system shown in Figure 4 comprised of two stacked dies with different power maps. They are stacked on top of a silicon interposer which is in turn mounted on a printed circuit board. The hot spots in various parts of the system shown in Figure 4 affect active as well as passive circuits due to changes in resistivity, mobility, and threshold voltages.

Temperature-induced problems affect the integrity of signals and system performance which can cause reliability issues. With higher operation frequencies and tighter timing budgets, the timing margin of system operation is continually shrinking. Furthermore, higher frequency operation of globally distributed clock signals is more sensitive to temperature variations across the chip. Because the clock signal synchronizes data signals, design of the clock distribution network is very critical in modern digital systems [11].

The interaction between thermal and electrical integrity is becoming increasingly difficult to ignore because they closely interact and the amount of interaction can become non-negligible, as described in Figure 5. In this research, interactions between signal integrity (SI), power integrity (PI), and thermal integrity (TI) have been investigated. Power integrity and signal integrity are both affected by temperature gradients on the clock distribution network (CDN) in 3-D ICs. This poses unique problems for both modeling and design.
1.2 Prior Work

In this thesis, (1) development of a flow for estimating signal, power, thermal integrity, (2) thermal skew compensation methods, and (3) optimization approaches are described and proposed. Several researchers have investigated and presented on these topics before. The differences between this research and prior work are discussed below.

First, most conventional circuit simulations have been using the global temperature for PVT (process, voltage, and temperature) variations to reflect thermal effects instead of using the local temperature in a die. With respect to electrical and thermal simulations, previous studies have shown that, (1) co-design of signal and power integrity [12] and (2) electro-thermal simulation approach for estimating temperature and voltage drop in a PDN [13]. In contrast, this dissertation provides a full system model for inclusion of thermal integrity into signal and power integrity and quantifies thermal effects on them.

Second, researchers have proposed temperature control approaches to mitigate the effect of temperature in electronic circuits and systems. These techniques are based on controlling physical heat to reduce maximum temperature [14], managing power using
optimized voltage and frequency operation, also known as dynamic voltage and frequency scaling (DVFS) [15], and performing thermal-aware floor planning of the chip layout for uniform heat distribution [16].

In comparison, this dissertation investigates that circuit-based approaches can be specialized for unique target parameters such as delay, noise, and jitter. The focus of this dissertation is to propose and optimize the efficiency of a few methods which have specific compensation performance and overhead associated with them, as discussed in chapter 4. Compensation methods presented in previous literature have been implemented using temperature-variable supply voltage level converters [17], multiple-threshold voltage design [18], dynamic body biasing [19], adaptive body biasing with V_T detection [20], and tuning pull-up and pull-down transistors with a programmable temperature compensation device [21]. In addition, previous work has used a dynamically-modified clock tree using tunable delay [22], adjusting the drive strength of buffers [23], using a reversal of temperature dependency [24], [25], and adapting temperature-dependent gate delay [26].

Last but not the least, several studies have proposed statistical methods such as worst case and Monte Carlo analyses [27] to optimize a large number of design parameters. Due to the large number of simulation cases and costly calculation overhead of these methods, others have proposed approaches that reduce the number of simulations, using design of experiments (DOE) [28]. However, the DOE approach has restrictions such as 1) interactions between parameters need to be minimal and 2) the number of levels is normally limited to below three. Moreover, some electrical and thermal parameters in electronic systems have continuous range, so quantization error can create problems during optimization. Other approaches for global optimization are available with multiple
algorithms [29]. However, global optimization algorithms require a lot of computing resources because of the number of data sets and compute time for each data set. Optimization of a non-linear function using the global optimization algorithms available in MATLAB is compared with a machine-leaning method, namely Bayesian optimization, as illustrated in Figure 5. Table 1 also compares the number of iterations and optimization results by using global optimization algorithms and Bayesian Optimization which will be further discussed in Chapter 5. As Figure 6 illustrates, global optimization algorithms require up to 2500 iterations to converge, however machine-learning based algorithms can find an optima in less than 100 iterations. As shown in Chapter 5, the optimized value using Bayesian optimization was superior to the value obtained using a more conventional global search algorithm, for a fixed number of iterations.

![Figures comparing optimization algorithms](image-url)

**Figure 6** Comparison of global optimization algorithms available in MATLAB with Bayesian optimization for a predefined function; (a) multi-start, (b) global search, (c) pattern search, (d) genetic algorithm, and (e) Bayesian optimization [81].


Table 1: Comparison of the optimization algorithms ($X_1$ and $X_2$ represent optimized values).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Multi-start</td>
<td>-1.6255</td>
<td>0.2283</td>
<td>345</td>
</tr>
<tr>
<td>(b) Global-search</td>
<td>0.2045</td>
<td>-1.3474</td>
<td>273</td>
</tr>
<tr>
<td>(c) Pattern-search</td>
<td>-1.6255</td>
<td>0.2283</td>
<td>272</td>
</tr>
<tr>
<td>(d) Genetic-algorithm</td>
<td>-1.6255</td>
<td>0.2283</td>
<td>2650</td>
</tr>
<tr>
<td>(e) Bayesian opt. (this work)</td>
<td>-1.6251</td>
<td>0.2283</td>
<td>100</td>
</tr>
</tbody>
</table>

Recently, machine-learning (ML) algorithms have become popular and have been applied for various applications [30]-[33]. These techniques have enabled machines to learn from the training sequences by accumulating data sets through automated learning algorithms. Some of these methods have been adapted to electromagnetic problems [30], static timing analysis [31], high speed interconnect systems [32], and time domain performance estimation [33]. In this dissertation, we apply machine learning algorithms for design optimization of 3-D ICs and systems.

1.3 This Work

As discussed in the previous section, this dissertation presents a flow for electrical-thermal simulation, thermal skew compensation methods and optimization approaches. Three-dimension integrated systems require temperature-aware electrical simulations and analysis due to increased thermal density and operating frequency. This dissertation presents a flow for electrical-thermal simulations (Figure 7) and quantifies the impact of temperature in 3-D systems. To mitigate the temperature effects, this dissertation also proposes three energy-efficient mitigation methods to compensate for thermally induced
skew. These methods include adaptive voltage, controllable delay, and variable strength. These methods have been discussed with measurements using two test vehicles.

![Flow of electrical-thermal analysis for 3-D system design.](image)

Simulating 3-D systems requires large computing resources due to the large number of design parameters and multi-scale structure. To improve efficiency, a machine-learning algorithm is applied for the optimization of 3-D systems. The algorithm shows fast convergence with a large number of parameters for the examples considered.

### 1.4 Contributions

The objective of this dissertation is to develop a co-design methodology for 3-D ICs that can be used in electronic systems. This study also quantifies the effects of temperature on 3-D ICs and systems having high thermal density, thermal hot spots, and
temperature gradient. Temperature-related issues degrade not only signal quality but also the power distribution network (PDN) characteristics.

The work completed as part of this research include the following:

1. Simulation model of the clock distribution network (CDN) and power distribution network (PDN) in a 3-D system has been built and electrical-thermal simulations were performed. From the results of these thermo-electrical simulations, thermal effects such as increased skew and noise in 3-D systems were quantified.

2. To reduce and to compensate for temperature-induced skew in a clock distribution network, three skew compensation methods were proposed. The proposed methods use adaptive voltages, controllable delays, and variable strengths for clock repeaters and interconnect. The concepts were implemented with a recent technology node (45 nm) and their performance and design overhead were compared.

3. As a verification procedure, two types of test vehicles were designed. One was an FPGA-based test vehicle, and the other is a custom IC-based test vehicle. An H-tree CDN was implemented in the test vehicle. Measurement results using the designed test vehicles were correlated with electrical-thermal simulation results such as temperature profile and delay including temperature and compensation methods.

4. Design optimization using the proposed electrical-thermal simulation approach requires considerable computing resources because of many parameters involved and due to the multi-scale geometries. In this work,
machine learning methods were applied for design optimization. Bayesian optimization using Gaussian process shows that this approach is beneficial for optimization of 3-D systems.

In summary, the key contributions of this dissertation are as follows:

1) A temperature-aware signal and power integrity simulation method for 3-D ICs and systems with high thermal density and temperature gradient was introduced.

2) The delay, PDN impedance, and noise induced by temperature in 3-D ICs was simulated and analyzed, and optimal delay compensation methods were developed.

3) Test vehicles using FPGA and custom IC were designed and fabricated and the proposed methods were validated using measurements.

4) A machine-learning (ML) methods was applied for 3-D IC and system optimization, and the results quantified.
1.5 Organization of the Dissertation

As described in Figure 8, the rest of this dissertation is organized as follows. Electrical-thermal modeling with the target system configuration, the proposed electrical-thermal simulation flow and results including power delivery network design considering thermal effects are addressed in Chapter 2. The following chapters, Chapter 3 and Chapter 4, provide details on thermal-skew mitigation methods and measurement results for
verification and correlation, respectively. Chapter 5 presents a new optimization approach using machine-learning followed by summary in Chapter 6.
CHAPTER 2       ELECTRICAL-THERMAL MODELING AND
SIMULATION

2.1 Introduction

First, this chapter defines system configuration comprised of the 3-D IC stack with
power maps, clock distribution network, and system details. 3-D integrated systems, as in
the example shown in Figure 9 (a), having interposer and stacked dies, have configuration
options with respect to number, type, and layout of the integrated dies [8]. This dissertation
examines a TSV-based 3-D system comprised of three dies stacked and mounted on an
interposer as shown in Figure 9 (b). The assumed configuration with an interposer covers
feasible integration options available. The clock distribution network is placed inside of
the stack, between two dies of logic, and are integrated and connected to a PCB through
the interposer by using TSVs.

![Figure 9](image.png)

Figure 9       System configuration with a 3-D IC; (a) comprised of multiple dies,
interposer, and PCB and (b) cross-sectional view of the target system.
2.2 System Configuration

In this chapter, clock distribution network and power distribution network, especially for timing skew in the clock distribution network and power supply fluctuation in the power distribution network (PDN), are the main focus for signal and power integrity evaluation. First, the clock was chosen because it is one of the most critical signals in synchronous digital systems because the signal is the timing reference for other signals. Furthermore, the clock signal becomes more sensitive with tighter timing margin under faster operation and temperature variation conditions \[11\]. Second, the power/ground network provides electrical sources, distribution rails, and reference of the voltage. Non-ideal effects of parasitics, such as inductance of planes and packages, return path discontinuity, and resonance, cause power supply fluctuation during simultaneous switching of the circuits. Even though simultaneous switching noise analysis has different consideration with specific types as shown in \[34\], it becomes more critical with faster switching rates during high speed operation.

The structure of the clock distribution network (CDN) in 3-D integration is important since it affects thermal and electrical characteristics. Previous approaches to the CDN architecture in 3-D systems are discussed in \[35\], \[36\]. The first method shown in \[35\] was implemented with clock routing on an interposer, and distributed through the TSVs. The second method in \[36\] uses multiple but symmetrical tree-structure TSVs to distribute loads.
The structure proposed in this study uses a CDN structure constructed in the centered die, which requires fewer TSVs and routing of interposer layer and minimizes the effect of die to die variations. Electrical modeling shown in Chapter 3 will describe a more detailed structure containing cascaded chains of clock repeaters and metal interconnects. Figure 10 shows the three options for the CDN in 3-D ICs.

This chapter provides geometrical information and parameter values for the configuration in Figure 10 (c). Sizes of the die, interposer, and substrate PCB are 10 mm x 10 mm, 30 mm x 30 mm, and 100 mm x 100 mm, respectively. Layers of the PCB, the interposer, and the die are connected with C4 bumps and micro-bumps. In addition, the interposer and stacked dies are vertically connected using through-silicon vias. The detailed dimensions of the system configuration are listed in Table 2.
Table 2  Geometrical dimension of the system configuration [37].

<table>
<thead>
<tr>
<th></th>
<th>Unit</th>
<th>Value</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Die</td>
<td>mm³</td>
<td>10 x 10 x 0.2</td>
<td>Height x Length x Thickness</td>
</tr>
<tr>
<td>Interposer</td>
<td>mm³</td>
<td>30 x 30 x 0.2</td>
<td>Height x Length x Thickness</td>
</tr>
<tr>
<td>PCB</td>
<td>mm³</td>
<td>100 x 100 x 0.2</td>
<td>Height x Length x Thickness</td>
</tr>
<tr>
<td>C4 Bump</td>
<td>μm</td>
<td>300</td>
<td>Diameter</td>
</tr>
<tr>
<td>Micro-bump</td>
<td>μm</td>
<td>100</td>
<td>Diameter</td>
</tr>
<tr>
<td>TSV (interposer)</td>
<td>μm</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>TSV (die)</td>
<td>μm</td>
<td>5</td>
<td>50</td>
</tr>
</tbody>
</table>

2.3 Electrical and Thermal Modeling

Most electrical parameters are affected by temperature. For example, the electrical resistivity of metal is linearly proportional to the temperature as shown in (1). Metals mainly used for interconnects in a chip (either aluminum or copper) have a temperature coefficient of resistivity ($\alpha_R$) of 0.0039 degree Celsius. Because temperature can cause an almost 3.9% resistance change with a 10-degree increase, its effect on resistance is not negligible:

$$R(T) = R_0 \left[ 1 + \alpha_R (T - T_0) \right]$$  (1)

Operation of a complementary metal-oxide semiconductor (CMOS) transistor, one of the most widely used active devices, is mainly affected by temperature. Therefore, temperature has been one of the main variations for estimating performance of electronic systems with process and voltage, known as PVT (process-voltage-temperature) variations. As temperature increases, semiconductor mobility decreases by lattice scattering, both for
n-type or p-type semiconductors. Temperature also varies the threshold voltage of transistor and its drain current, as shown in Equations (1) – (4), where \( \alpha_\mu, \alpha_{VT}, \) and \( \alpha \) are temperature coefficients of mobility, threshold voltage, and drain current, respectively [9], [10].

\[
\mu (T) = \mu_0 \left( \frac{T}{T_0} \right)^{\alpha_{\mu}} (2)
\]

\[
I_d (T) = \mu(T) \frac{W}{L_{eff}} P_l [V_{gs} - V_T (T)]^{\alpha/2} V_{ds} (3)
\]

\[
V_T (T) = V_{T0} + \alpha_{VT} (T - T_0) (4)
\]

The key objective of this electrical simulation modeling is to estimate signal and power integrity effects, specifically skew and power ground noise, in a single clock domain for 3-D ICs with temperature gradients. The CDN has cascaded buffers and interconnects also called as a “buffered clock tree.” The shape of the clock is a symmetrical H-tree with the clock buffers placed every 500 \( \mu m \) on the metal interconnect. The symmetrical structure and cascaded buffer maximize the temperature effect. Figure 11 illustrates the buffered CDN structure with TSVs to connect clock distribution into other tiers. On-chip interconnects are in the resistance dominant range, therefore recent finer technology nodes having higher resistance show a significant effect on the delay of the signal.
2.3.1 Electrical Modeling

To build the electrical model for the entire structure, a BSIM4 model of the 45-nm technology node [38], [39] was used for clock repeaters having 2-stage inverter. Initial widths of the buffer are 315/95 nm 630/195 nm with the length of 50 nm referring to a standard buffer-size profile described in [8]. The initial size of the buffer is optimized to have the width of the unit repeater for fan-out 1 (FO1) (for PMOS/NMOS) and fan-out 2 (FO2) was 2.52/0.8 μm (for PMOS/NMOS) to ensure more immunity to variation. The optimized size has a ratio of 3-4 for PMOS and NMOS size and 4-5 and 8-10 times larger than initial sizing for FO1 and FO2, respectively. Simulation results with buffer sizing will be discussed in Chapter 4. Cascaded buffers are connected through metal interconnects, as shown in Figure 12 (a). Lumped RLC values from [40] for the metal interconnect are 30 ohm and 200 fF per mm.
Figure 12 Unit schematic of the simulation model: (a) CDN having buffers and interconnect and (b) TSV.

RLC values of clock interconnect in Figure 13 show inductance with RC values, and mutual values of capacitance and inductance. As indicated earlier, clock is the most critical signal in a digital system, thus more room with approaches with wider interconnect width and spacing are required. Optimization of RLC values of clock interconnect helps to reduce temperature effect of the delay.

Figure 13 Dimension and RLC values of clock interconnects [40].

Resistance of TSVs have been modeled using DC term and AC term including skin effect, as shown in Equation (5) – (8) [41], [42], and [43]. The value of self-inductance, shown in Equation (9), is used rather than mutual values because pitch of TSVs are much longer than its height.
\[ R_{TSV} = \sqrt{R_{DC,TSV}^2 + R_{AC,TSV}^2} \, [\Omega] \] (5)

\[ R_{DC,TSV} = \frac{\rho l}{A} = \frac{\rho_{TSV} h_{TSV}}{\pi (d_{TSV}/2)^2} \, [\Omega] \] (6)

\[ R_{AC,TSV} \approx \frac{\rho l}{\pi (D - \delta) \delta} = \frac{\rho_{TSV} h_{TSV}}{\pi (d_{TSV} - \delta_{TSV}) \delta_{TSV}} \, [\Omega] \] (7)

\[ \delta_{TSV} = \sqrt{\frac{2\rho}{\omega \mu}} = \sqrt{\frac{\rho_{TSV}}{\rho_{TSV}}} \, [m] \] (8)

\[ L_{self} = \frac{\mu l}{2\pi} \left[ \ln \left( \frac{2l}{R} \right) - \frac{3}{4} \right] = \frac{\mu h_{TSV}}{2\pi} \left[ \ln \left( \frac{2h_{TSV}}{d_{TSV}/2} \right) - \frac{3}{4} \right] \] (9)

Figure 14  Dimension and unit schematic of the simulation model of meshed-PDN.

Because of the increased power density of 3-D ICs, accurate power distribution network modeling is required for power ground noise estimation. A meshed on-chip PDN model, shown in [44], was used with an on-chip decoupling capacitor model from [45]. To mimic a noisy chip condition, the output buffers of a 64-bit data bus were distributed on
other tiers as simultaneous switching noise sources. With the noise sources, a full model consisting of CDN, TSV, and PDN with decoupling capacitors was used for simulations.

Table 3 shows the dimension and equivalent parasitic values of the CDN, the TSV, and the PDN. For more accurate power integrity estimation, the PDN model includes a voltage regulator module (VRM) providing power to the three-dimensional stacked dies through the PCB, decoupling capacitors, package, and TSVs, which will be further described in the following sections.

Table 3  
<table>
<thead>
<tr>
<th>Component</th>
<th>Width</th>
<th>Length</th>
<th>Height</th>
<th>R</th>
<th>L</th>
<th>C</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDN</td>
<td>1 μm</td>
<td>1 mm</td>
<td>N/A</td>
<td>30.1 Ω</td>
<td>1.4 nH</td>
<td>192 fF</td>
<td>per mm</td>
</tr>
<tr>
<td>TSV</td>
<td>5 μm</td>
<td>5 μm</td>
<td>50 μm</td>
<td>61.4 mΩ</td>
<td>29.4 pH</td>
<td>4.0 fF</td>
<td>per TSV</td>
</tr>
<tr>
<td>PDN</td>
<td>10 μm</td>
<td>5 μm</td>
<td>1 μm</td>
<td>430 mΩ</td>
<td>22.3 pH</td>
<td>1.7 pF</td>
<td>per mm²</td>
</tr>
</tbody>
</table>

The objective of the PDN is to provide ideal and stable power for the load circuits. To design a PDN, complete modeling from voltage generator to load circuits, as shown in Figure 15 is required. Input impedance from load circuits and voltage fluctuation at the load points have been simulated for the PDN design.
Figure 15  Schematic of the full system power model; (a) conventional model and (b) new model having TSVs and bumps.

An accurate full-system PDN model is critical for the analysis. In this research, the off-chip decoupling parasitics for the PDN model were chosen from [46]. Table 4 shows electrical parasitics of the system-level PDN. From a thermal-effect perspective in PDN design, equivalent series resistance (ESR) parasitics are more temperature dependent than decoupling capacitor parasitics because temperature-dependent resistance. The manufacturing class also describes temperature dependency of capacitances of off-chip decoupling capacitors. The temperature dependency for ESR and capacitance changes the PDN impedances. Resistance and transistors characteristics also have temperature dependency as previously described in Chapter 1.
Table 4  Electrical parasitics of the full-system power delivery network [37].

<table>
<thead>
<tr>
<th>Component</th>
<th>C [F]</th>
<th>R [Ω]</th>
<th>L [H]</th>
<th>Quantity</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>VRM</td>
<td>3.3m</td>
<td>60m</td>
<td>17n</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Bulk</td>
<td>4.7u</td>
<td>16m</td>
<td>2.1n</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>PCB Plane</td>
<td>s-parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decap</td>
<td>100n</td>
<td>20m</td>
<td>0.8n</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Package</td>
<td>1p</td>
<td>50m</td>
<td>1.5n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSV</td>
<td>4.0f</td>
<td>61.4m</td>
<td>29.4p</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Meshed PDN</td>
<td>1.7p</td>
<td>430m</td>
<td>22.3p</td>
<td>100</td>
<td>mm²</td>
</tr>
<tr>
<td>On-die decap</td>
<td>3p</td>
<td>100</td>
<td>N/A</td>
<td>16</td>
<td>unit</td>
</tr>
</tbody>
</table>

2.3.2 Thermal Modeling

The thermal modeling for electrical systems was initiated with the thermal resistance model shown in Figure 16. The model exploits conduction heat transfer to address thermal dissipation. The heat resistances from heat sources to ambient are in parallel as shown in Figure 16 (b).

![Figure 16](image-url)  
Equivalent thermal resistance of the structure.
In this study, convection condition with air flow from a fan was assumed for the system level cooling. The solver used [13] requires not only electrical excitations in the form of voltage and current sources, but also for thermal that includes power sources and boundary conditions to enable electrical-thermal simulations. The detailed material parameters including thermal conductivity and coefficients are listed in Table 5. Ambient temperature of 25 degree Celsius and fan speed for air convection condition are also shown in the table.

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Material parameters for thermal model.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unit</td>
</tr>
<tr>
<td>Ambient temperature</td>
<td>°C</td>
</tr>
<tr>
<td>Air convection</td>
<td>W/(m²·K)</td>
</tr>
<tr>
<td>TIM conductivity</td>
<td>W/(m·K)</td>
</tr>
<tr>
<td>Under-fill material</td>
<td>W/(m·K)</td>
</tr>
</tbody>
</table>

To analyze the system structure and obtain thermal profiles, a solver using the finite volume method [13] was used. The finite volume formulation assumes nodes surrounded by finite volume cells and applies the finite difference approximation, by solving the voltage distribution equation and heat equation. Therefore, the solver can be used to compute distributions of voltage, current, and temperature with Joule heating effect. For steady-state thermal analysis, heat equation for solid medium can be expressed as:

$$\nabla \cdot [k(x,y,z)\nabla T(x,y,z)] = -P(x,y,z) \quad (10)$$

where $k$ and $T$ are thermal conductivity of medium and temperature distribution. Using Equation (10) based on conduction, the finite volume formulation along with the convection boundary condition can be expressed as in Equation (11) and (12).
where $P_{\text{total}}$ is the total heat source in a cell, and $T_a$ and $h_c$ are ambient temperature and convention coefficient for the convection boundary, respectively.

The solver is capable of stretching the mesh between multiple regions with multiple materials such as die, interposer, and package by using a non-uniform grid. Figure 17 shows the flow of the electrical-thermal solver used.

Figure 17 Flow of electrical-thermal solver [13].
The solver was used to simulate the 3-D configuration with randomly distributed power maps on the two layers (top and bottom die). Total power of the three dies was 50 W which is 20 W for the bottom and the top die respectively, and 10 W for the center die for CDN. The used sample power maps were generated to reflect varying temperature gradient cases. Figure 18 shows the generated power maps for electrical-thermal simulations.

![Power Maps](image)

Figure 18 Power maps for thermal simulations.

### 2.4 Electrical-thermal Simulation

#### 2.4.1 Simulation Results

Electrical simulations to estimate clock skew and PDN noise are feasible with electrical-thermal modeling described in the previous section. The operating condition assumption for initial simulation shown in Figure 19 uses 1.1 V operation. The initial results show that the base condition of an ideal PDN has a skew of 30.7 ps. The addition
of PDN and temperature effects increases the skew by 19.2 ps (62.5%) and 143.6 ps (467.8%), respectively. Additional skew of 20.3 ps (68.2%) occurs with temperature gradient superimposed on the PDN. The amount of total skew shown in the results present summation of additional skew portions by PDN noise and thermal [8].

![Figure 19](image)

**Figure 19** Transient simulation waveforms at clock ends (a) without the PDN model, (b) with the PDN model, (c) with the thermal gradient and (d) with both the PDN model and the temperature gradient [8].

The initial simulation results show the thermal and PDN impact. The simulation condition was further updated for reflecting more recent technology node, as shown in Figure 19. Repeater sizing described in Section 2.3.1 show a reasonable range of skew and thermal variation as shown in Figure 20. Delay of the clock tree varied with the global temperature (25 degrees to 125 degrees), as shown in Figure 20 (a), but thermal-induced skew, shown in Figure 20, caused by temperature gradient in a single die reached up to 96 ps, which is not a negligible number for global skew.
Figure 20  Transient simulation waveforms at clock ends: (a) without the temperature gradient (@ 25°C, 75°C, and 125°C) and (b) with the temperature gradient [37].

2.4.2 Analysis of Delay

Capacitor components in CMOS integrated circuits include gate-drain, diffusion, wire, and gate structures [47]. Both intrinsic capacitance and overlap/fringing capacitance need to be analyzed because they are all related with body bias, short channel, drain-induced barrier lowering (DIBL), overlap, and fringing. As Figure 21 indicates, many components of capacitances are present in the buffer and interconnect model. Table 6 shows parasitic capacitance components and values of the model used.

![Capacitance of buffer and interconnect model.](image)
### Table 6  Capacitance components in a CMOS inverter.

<table>
<thead>
<tr>
<th>Parasitics</th>
<th>Expression</th>
<th>NMOS</th>
<th>PMOS</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate-Drain Cap</td>
<td>$C_{gd}$</td>
<td>0.23</td>
<td>0.61</td>
<td>Overlap cap</td>
</tr>
<tr>
<td>Diffusion Cap (H-L)</td>
<td>$C_{db}$ ( k_{eq} A_D C_J + k_{eqw} PD C_{JSW} )</td>
<td>0.66</td>
<td>1.50</td>
<td>Junction cap (Bottom, Side-wall)</td>
</tr>
<tr>
<td>Diffusion Cap (L-H)</td>
<td>$C_{db}$ ( k_{eq} A_D C_J + k_{eqw} PD C_{JSW} )</td>
<td>0.90</td>
<td>1.15</td>
<td>Junction cap (Bottom, Side-wall)</td>
</tr>
<tr>
<td>Wire Cap</td>
<td>$C_w$ Extraction from layout</td>
<td>0.12</td>
<td>0.12</td>
<td>Negligible</td>
</tr>
<tr>
<td>Gate Cap</td>
<td>$C_g$ ( (C_{GDO}+C_{GSO}) * W + C_{ext} * W * L )</td>
<td>0.76</td>
<td>2.28</td>
<td></td>
</tr>
<tr>
<td>Total Load Cap</td>
<td>$C_L$</td>
<td>1.77 / 2.01</td>
<td>4.51 / 4.16</td>
<td>H-L / L-H</td>
</tr>
</tbody>
</table>

In this research, analytical analysis based on the Elmore delay model has been performed to estimate propagation delay of RC interconnects [47]. It calculates propagation delay based on Equation (14).

This section shows analytical calculations used to compute the propagation delay. The calculation comes from the Elmore delay model, which has proven to be an efficient method for analyzing RC interconnects [47]. The propagation delay, which is comprised of inverters and interconnects, can be divided into four parts, as shown in Figure 22.

\[
{t_p} = 0.69R_{DR}C_w + 0.69R_{DR}(C_o + C_I) + 0.38R_wC_w + 0.69R_wC_I
\]  \(13\)

Combinations of resistance and capacitance from the inverter and the wire create resistor-capacitor (RC) delay components. The input/output capacitance (\( C_I \) and \( C_O \)) and wire resistance (\( R_w \)) have relatively smaller values than the capacitance of the wire (\( C_w \)) and the resistance of the driver (\( R_{DR} \)). Therefore, the latter significantly increases delay but it is closely dependent on temperature. The resistance of copper interconnects has a linear
dependency on temperature while the capacitance built on a silicon substrate has negligible dependency and is comparatively stable with temperature variations.

\[
\begin{align*}
0.69R_{DR}C_w & \quad \text{(a)} \\
0.69R_{DR}(C_I+C_O) & \quad \text{(b)} \\
0.38R_W C_w & \quad \text{(c)} \\
0.69R_W C_I & \quad \text{(d)}
\end{align*}
\]

**Figure 22** Four parts of the propagation delay of a CDN: (a) an inverter driving wire cap, (b) an inverter, (c) wire delay, and (d) a wire driving an inverter [8].

RC delay of the CDN has been divided into four parts. As shown in Figure 22, each part is defined as a combination of resistance and capacitance with an inverter or a wire. Capacitance of the wire \((C_W)\) and resistance of the driver \((R_{DR})\) provide the largest impact on delay, based on the calculations shown in Table 7.

**Table 7** Delay values with buffers and wire [8].

<table>
<thead>
<tr>
<th>Network</th>
<th>R</th>
<th>C</th>
<th>Coeff.</th>
<th>(R \ [\Omega])</th>
<th>(C \ [F])</th>
<th>Delay [ps]</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Lumped</td>
<td>(R_{DR})</td>
<td>(C_w)</td>
<td>0.69</td>
<td>1.25k</td>
<td>100f</td>
<td>86.3</td>
</tr>
<tr>
<td>(b)</td>
<td>Lumped</td>
<td>(R_{DR})</td>
<td>(C_O+C_I)</td>
<td>0.69</td>
<td>1.25k</td>
<td>20f</td>
<td>17.3</td>
</tr>
<tr>
<td>(c)</td>
<td>Distributed</td>
<td>(R_W)</td>
<td>(C_w)</td>
<td>0.38</td>
<td>15</td>
<td>100f</td>
<td>0.6</td>
</tr>
<tr>
<td>(d)</td>
<td>Lumped</td>
<td>(R_W)</td>
<td>(C_I)</td>
<td>0.69</td>
<td>15</td>
<td>10f</td>
<td>0.2</td>
</tr>
</tbody>
</table>
The values for the delay shown in Table 7 also vary with temperature. Figure 23 shows temperature dependency of the four parts shown above. Resistance of copper has a linear dependency on temperature with a coefficient of 0.0039 per degree Celsius. However, thermal dependency of capacitance built on a silicon substrate is negligible and the value is very stable with a small temperature coefficient. From the figure it can be concluded that RC delay has a linear relationship with temperature.

![Figure 23 Temperature effect on delay](image)

Temperature coefficient of interconnect resistance and lumped electro-thermal modeling with thermal effects have been discussed in [48]. The formula shown in [48] has thermal variation for interconnect. In this research, the formula is extended to include driver resistance along with capacitance of the buffer, as shown in Equation (15).

![Figure 24 Cascaded buffers and interconnects](image)
Therefore, Equation (15) provides a delay (D) for the clock network comprised of cascaded buffers and interconnects. Equations (16) and (17) capture the effects of temperature on buffers and interconnects, respectively. In Equation (15), the constants for the RC delay are 0.69 (“a” for lumped networks) and 0.38 (“b” for distributed networks), respectively, for calculating the propagation delay [39].

\[
D = a \sum_{i=1}^{n} R_{DR,i} \left( C_{O,i} + C_{W,i} + C_{I,i} \right) + \sum_{i=1}^{n} R_{W,i} \left( bC_{W,i} + aC_{I,i} \right)
\] (14)

\[
R_{DR,k} = R_{DR,0} \left( 1 + \beta_{DR} \left( T_k - T_0 \right) \right)
\] (15)

\[
R_{W,k} = R_{W,0} \left( 1 + \beta_{W} \left( T_k - T_0 \right) \right)
\] (16)

**Figure 25**  A clock tree with a temperature gradient [37].

Thermal simulation provides a temperature profile, as shown in Figure 25, which can impact the CDN based on location. The simulated temperature profile is superimposed on the electrical model to generate a delay profile. Figure 26 (a) shows temperature along...
with the CDN position from center to four edges. Equation (15) captures temperature dependency. Using Equation (15), correlations between calculations and simulations from the previous section are shown in Figure 26 (b).

![Figure 26](image)

(a) The temperature profile for delay calculation. (b) Comparison of path delay with calculation [34].

### 2.5 Thermal Impact on Power Delivery Network Design

The focus of this chapter is on the impact of temperature effect on power integrity (PI). PI estimates the quality of power delivery, including the non-ideal effects of power distribution network (PDN). The goal of PDN design is to lower PDN impedance below a target value, also called as target impedance. In real applications the actual impedance is increased by parasitics such as resistance and inductance at higher operating frequencies [49], as shown in Figure 27. As discussed in the previous chapter, because of higher temperature, increase of ohmic loss (ESR; Equivalent Series Resistance) increases impedance of the on-chip decoupling capacitors. Therefore, variations of resistance are critical for the design of the power distribution network.
For PDN simulation, both frequency and time domain simulations were performed for calculating impedance profile and voltage transient, where the same simulation flow discussed in the previous chapter was used. With the same operating condition described in the previous chapter, a clock signal operating at 500 MHz with supply voltage of 1.0 V was used for transient simulations using a PDN model connected to an off-chip voltage regulator module. The results of the simulations illustrate that the PDN impedance increases as the temperature rises.
Figure 28     Impedance of PDN with temperature variation; (a) off-chip and (b) on-chip.

Delay variation caused by temperature gradient in 3-D ICs were investigated in the previous section. PDN impedance also has a linear dependency with temperature because the resistance of PDN changes linearly with temperature. Resistance of PDN affects ESR (Equivalent Series Resistance) of a full PDN. The PDN impedance of the full PDN model in Figure 28 (a) shows variation with temperature. The lowest point in impedance curve is determined by the ESR of decoupling capacitors which is affected by temperature. It is important to note that the ESR is dependent upon not only temperature gradient but chip global temperature, as compared to the skew effect which is affected by temperature gradient condition only.

In this section, temperature dependency of electrical resistance is the main focus. On-chip PDN and on-chip decoupling capacitors (ODCs) have larger series resistance as compared to decoupling capacitor in the package. A larger number of off-chip decoupling capacitors, such as Bulk or SMT capacitors, are used for achieving small series inductance and resistance. However, the absolute value of ESR of ODC is much larger and the number of ODC is often limited for overcoming the ESR values. Therefore, temperature dependency of ODC’s ESR is more dominant than off-chip decoupling capacitors, as
shown in Figure 28 (b). Variations of simulated impedances illustrate that ODCs are operating in the ESR dominant range. Transient simulation results in Figure 29 show how the effect ESR on noise waveform. The two waveforms (with and without ODC) show a different amount of noise, but they show different temperature dependency.

![Waveforms with ODC and without ODC](image)

**Figure 29** PDN noise with temperature variation (a) With ODC. (b) Without ODC.

### 2.5.1 On-Chip Decoupling Capacitors

Important elements in a PDN design are the various types of decoupling capacitors (off-chip or on-chip) that can be used. Traditionally, off-chip decoupling capacitors have been used to optimize PDN designs. By contrast, on-chip decoupling capacitors are mainly design-dependent because multiple types of ODCs are available [50]. The various types of ODCs have implementation variations [51]. In this chapter, the effects of temperature on PDN design are estimated and quantified since thermal variations of PDN using various decoupling capacitors have not yet been fully analyzed in the open literature [52].

In PDN design, decoupling capacitors are used to lower impedance looking into the power supply. In this chapter, on-chip decoupling capacitors are the main focus because ODCs are more resistance (ESR) dominant because of lower inductance. The values of
ESR mainly depend on the types of ODC and their implementation. Regardless of the implementation of ODCs, the values of resistance are mainly dependent on temperature. This section discusses the various types of ODCs, their parasitics for various structures, for example metal-oxide semiconductor (MOS), metal-insulator-metal (MIM), or poly-insulator-poly (PIP) [51], as shown in Figure 30.

![Figure 30](image_url)

**Figure 30**  Example structures of ODCs: (a) MOS, (b) MIM, and PIP [51].

The most widely used types of ODCs are MOS-based capacitors because they are fully compatible with CMOS circuits and have larger capacitance with simpler implementation. With the trend toward low power consumption, the leakage of MOS capacitors becomes an important design parameter. The leakage decreases with increase in oxide thickness. Thus, the thickness of a MOS capacitor can be optimized for less leakage with the use of thin- and thick-oxide capacitors [53]. In addition, gated- and active-decoupling capacitors have been presented in the open literature to reduce the leakage current and power-ground noise [54], [55], and [56]. Figure 31 shows schematics of the various MOS capacitors.
Other types such as MIM and PIP are also available for ODCs, as shown in Table 8. MIM capacitors provide precise capacitance with a relatively lower temperature coefficient [57], and larger capacitance is achievable with a higher permittivity of the dielectric [58]. Deep-trench capacitors with a vertical structure are also available for ODCs using TSV technology [59]. In contrast to MIM and PIP capacitors, various design variations of MOS capacitors have been presented in [50]. The purpose of these approaches is for improved area-efficiency and power-efficiency and less leakage. Optimization of design, including number of fingers, is feasible by modifying the layout of decoupling capacitors [60], with various design implementations and verifications presented in [61].

Figure 31   Variations of the MOS capacitor [52].
Table 8 Types of on-chip decoupling capacitors (ODCs).

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>NMOS decap</td>
</tr>
<tr>
<td>NMOS_TH</td>
<td>NMOS with thick oxide</td>
</tr>
<tr>
<td>NMOS_LVT</td>
<td>NMOS with low Vt</td>
</tr>
<tr>
<td>NMOS_ACC</td>
<td>NMOS with accumulation mode</td>
</tr>
<tr>
<td>PMOS</td>
<td>PMOS decap</td>
</tr>
<tr>
<td>CMOS</td>
<td>NMOS + PMOS</td>
</tr>
<tr>
<td>NMOS_GATE</td>
<td>Gated NMOS decap</td>
</tr>
<tr>
<td>CMOS_B2B</td>
<td>Back-to-back decap</td>
</tr>
<tr>
<td>MIM</td>
<td>MIM decap</td>
</tr>
<tr>
<td>PIP</td>
<td>PIP decap</td>
</tr>
</tbody>
</table>

Previous studies have provided modeling of parasitic resistance in MOS-based decoupling capacitors [62] which included gate-oxide leakage [63] and substrate effect [64]. Layout of decoupling capacitors determines detailed values of their parasitics. However, the parasitics are also determined by the structure of decoupling capacitors. Characteristics of materials provide various range of parasitics, as shown in [51]. Figure 32 shows a comparison of parasitics of the three types of decoupling capacitors, namely MOS, MIM, and PIP.
The three types of MOS decoupling capacitors have been chosen in this section because MOS-based capacitors have variations in capacitance density and leakage current. In addition, MIM type capacitor was also chosen for comparison, because MIM and PIP have similar structure. The values of the parasitics, such as capacitance, ESR, and temperature coefficients, were chosen to estimate the PDN response. Parasitics have various resistance and temperature dependencies. Each type of decoupling capacitor has capacitance density and parasitic resistance, so impedance of decoupling capacitors varies with the type used.

Using the temperature variations of the ODCs, the temperature-aware PDN design for 3-D ICs and systems was investigated. Temperature-aware power integrity simulations were used to quantify the degradation caused by high temperature. Sensitivity analysis was used to verify the impact of various components such as meshed PDN, TSVs, and on-chip decoupling capacitors in 3-D structures.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MOS</td>
<td>MIM</td>
<td>PIP</td>
<td>MOS</td>
<td>MIM</td>
</tr>
<tr>
<td>35</td>
<td>14</td>
<td>175</td>
<td>E-00</td>
<td>E-01</td>
</tr>
<tr>
<td>30</td>
<td>12</td>
<td>150</td>
<td>E-02</td>
<td>E-03</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>125</td>
<td>E-04</td>
<td>E-05</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>100</td>
<td>E-06</td>
<td>E-07</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>75</td>
<td>E-08</td>
<td>E-09</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>50</td>
<td>E-10</td>
<td>E-10</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 32 Comparison of on-chip decoupling capacitors [52].
2.5.2 PDN Simulation with Temperature Effects

To simulate the PDN impedance and voltage transient, a 3-D PDN model using segmentation method [66] was constructed, as shown in Figure 33. All components of the model are segmented and cascaded with parasitics included, as presented in the previous section. The parasitics of decoupling capacitors and current excitation points are distributed across the entire chip area using the temperature profile in [8].

In addition to signal integrity being affected by temperature, power integrity, especially impedance of the PDN is affected by temperature and gradients as well, as shown in Figure 34 (a). Variations in impedance plot represent the location of probe points across a die. Figure 34 (b) shows impedances at probe points modeled at 1 GHz. Figure 34 (c) also illustrates the difference of impedance measured at a frequency of 1 GHz. The maximum difference is $\leq 0.1$ ohm, which is caused by temperature changes.
Figure 34  Simulated PDN impedances with and without temperature gradient: (a) impedance, (b) impedance distribution measured at 1 GHz, and (c) impedance difference measured at 1 GHz [52].

To estimate voltage transient, current sources were distributed to represent current excitation points. A piece-wise linear (PWL) current source with a linear approximation [51] was used with a SPICE simulated load current of a sample buffer. In Figure 35, $I_{\text{max}}$ and $I_{\text{min}}$ show the maximum and the minimum current of the excitation points, respectively.

In the figure, $T_r$, $T_f$, and $T_c$ represent rise, fall, and cycle time, respectively, where $T_r$ and $T_f$ depict current changes vs time based on driver and loading capacitance, respectively, and $T_c$ related to the operation frequency of the circuit. In this simulation, 50 ps, 150 ps, and 1 ns were used for $T_r$, $T_f$, and $T_c$, respectively, for 1GHz operation.
Time transient simulations using the model and current excitation at 1 GHz show PDN noise with temperature effect, as shown in Figure 36. The difference of noise, which is 15.4 mV peak-to-peak (10.8% of voltage swing without noise), represents the effect of temperature on the noise of the power supply.

Figure 36  Simulated PDN noise: (a) without temperature gradient and (b) with temperature gradient [52].

2.5.3 Case Study

To quantify the impact of temperature on PDN noise, two 3-D applications were chosen [67]-[68]. The chosen applications are for high-frequency memory and include a 3-
D-stacked double data rate generation 3 (DDR3) memory and high-bandwidth memory (HBM). Both applications shown in Figure 37 are emerging applications.

![Diagram](image)

**Figure 37** 3-D IC applications for high-speed memory products: (a) DDR3 [67] and (b) high bandwidth memory (HBM) [68]; Modified from [52].

These applications have combinations of organization, floor planning, decoupling condition, operation voltage and frequency, as described in Table 9. With the variations of designs, this case study can cover organization (homogeneous dies or heterogeneous dies) and constraints (floor planning constraint, area and power constraint).

<table>
<thead>
<tr>
<th></th>
<th>Case I [26]</th>
<th>Case II [27]</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application</strong></td>
<td>DDR3</td>
<td>HBM</td>
<td></td>
</tr>
<tr>
<td><strong>Publication Date</strong></td>
<td>2010</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td>50 nm</td>
<td>29 nm</td>
<td></td>
</tr>
<tr>
<td><strong>Organization</strong></td>
<td>4-DRAM</td>
<td>1-logic + 4-DRAM</td>
<td></td>
</tr>
<tr>
<td><strong># of TSVs</strong></td>
<td>~ 300 + P/G</td>
<td>~ 1000 I/O + P/G</td>
<td></td>
</tr>
<tr>
<td><strong>VDD</strong></td>
<td>1.5 V</td>
<td>1.2 V</td>
<td></td>
</tr>
<tr>
<td><strong>Data Rate</strong></td>
<td>1.6 Gbps</td>
<td>1.0 Gbps</td>
<td></td>
</tr>
<tr>
<td><strong>Chip size</strong></td>
<td>10.9 x 9.0</td>
<td>6.9 x 5.1</td>
<td>mm²</td>
</tr>
</tbody>
</table>
Both have similar structures such as a main area for the DRAM core, and center area for input/output (I/O) and peripheral circuits. With the different design constraints, decoupling area were allocated for DRAM dies and logic, and distributed current excitation points were also used for both cases. Figure 38 shows the locations of decoupling capacitors and TSVs for the simulations.

![Diagram showing locations of decoupling capacitors and TSVs](image)

**Figure 38** Locations of on-chip decoupling capacitors for: (a) DDR3 and (b) HBM [52].

Four types of decoupling capacitors for these two cases were implemented and the impedances were simulated and compared. The PDN impedances were changed with types of decoupling capacitors and temperature-dependent parasitics, as shown in Figure 39. It can therefore be concluded that temperature-aware PDN design is required for 3-D systems that have high temperature density. Figure 39 (a) shows total capacitance varied with type
of decoupling capacitors, and Figure 39 (b) shows temperature dependency for each type of decoupling capacitors.

![Graph showing capacitance and PDN impedance](image)

**Figure 39**  A comparison of four ODC types: (a) total decoupling capacitance and (b) PDN impedance @ 1GHz [52].

### 2.6 Summary

This chapter describes and discusses the system configuration for the entire dissertation. The target system has physical structure with stacked dies and interposer on a PCB. The system also has electrical and thermal parameters, power maps, and target circuits such as clock and power distribution. Regarding modeling and simulation, differences from prior published work are as follows: First, the amount of degradation
caused by temperature on SI/PI of 3-D ICs and systems has not been fully quantified in previous work. Previous work tried to merge signal and power integrity analysis or add thermal integrity into either signal or power integrity analysis to analyze the effect. In contrast, this dissertation proposes inclusion of thermal integrity (TI) into merged SI and PI analysis, which has been quantified and analyzed using the system level simulation model in this work.

This chapter focused on the undesired effects of thermal gradients on the clock distribution networks (CDN) in a three-dimensional (3-D) IC. The state-of-the art integrated circuit boasts of more than a billion transistors on a single die. The advancement is achieved through technologies like System-on-Chip and System-in-Package which feature heterogeneous integration, improved power consumption, a small form factor and reduced production cost. However, heat management remains a concern and leads to hotspots and thermal gradients that can affect the performance of CDN, especially for 3-D ICs.

This work was done using a full design flow with three dies stacked on each other with the CDN built in the center die. A new CDN structure was proposed for 3-D ICs where a full set of temperature-aware simulations were performed to show the effect of varying temperature on the CDN. Though this chapter focuses on the clock skew simulation with temperature effect and power distribution design, the following chapter discusses solutions for compensation for mitigating thermal-induced clock skew.

This chapter also quantifies change of impedance and noise in a power distribution network that is affected by temperature. At 1 GHz operation, the results show increase of 10% of PDN noise and impedance as compared to the results without thermal effect. The
results depict that temperature-aware PDN design is required because temperature increases impedance and noise in systems having high power- and thermal-density. This chapter also presents design considerations for several types of decoupling capacitors for high-density 3-D applications. The case study with chosen applications confirm the practicality of the. This chapter shows that PDN design for 3-D ICs needs to consider multiple types of on-chip decoupling capacitors and their temperature dependencies.
CHAPTER 3  COMPENSATION OF THERMALLY INDUCED DELAY

3.1 Introduction

This chapter builds on existing compensation techniques and introduces new methods that modify and implement them. The compensation is done mainly through active compensation techniques. Meanwhile, passive compensation techniques using resistance and capacitance of clock distribution network (CDN) components shown in Figure 40 can be explored for countering the thermal effects.

![Figure 40](image)

**Figure 40**  Resistance and capacitance of buffer, interconnects, and TSV.

RC values of TSV are smaller than wire interconnects ($10^{-2}$ - $10^{-3}$) and buffer area of TSVs are too dominant to compensate for RC delay. However, resistance and capacitance of TSV will grow as industry uses fine fabrication processes with small dimension of TSV and spacing. Passive methods with TSV or interconnect parasitics has limit to compensate large delay.
New methods proposed in this chapter focus on three parameters for the buffer namely—bias voltage, delay, and drive strength. Additional parameters like power supply noise at the buffer and crosstalk may be used to create new compensation techniques, since these parameters are also temperature sensitive.

The thermal gradients shown in the previous chapter cause delay variations which are compensated for by adjusting various parameters associated with the buffer and interconnects. These parameters were used to develop three methods namely: adaptive supply voltage, controllable path delay, and variable drive strength. The basic concept of the three methods are shown in Figure 41. Three approaches used in this chapter are discussed with variations of voltage, delay, and strength. To adjust these three components, additional circuitry for temperature sensor and control are necessary.

![Figure 41](image.png)

**Figure 41** Concepts of the compensation methods: (a) a block diagram and (b) a simple circuit diagram [37].

### 3.2 Adaptive Supply Voltage Using Variable Reference Voltage

Threshold voltage and mobility of the transistor can be varied with temperature, as described in Chapter 2. The effect caused by temperature can be compensated using a change in bias voltage. Figure 42 shows sensitivity of clock delay with bias voltage, which is the concept used behind the first approach. Delay with temperature shows linear
dependency, however bias voltages (for drain and base) shows different linearity and temperature dependency.

![Graph](image)

**Figure 42** Sensitivity with bias voltage (VDD and VBB) compared with temperature variation.

The first approach is the adaptive voltage method which is based on the temperature dependency of mobility and threshold voltage of buffers. This method does not require additional circuits to control the other parameters including bias voltages, such as those for the drain or the body of transistors. These requirements of temperature sensors and level converters in previous methods have impeded scaling down of the design. For more efficient implementation for power and area efficiency, this work presents a new implementation of the circuits derived from the adaptive voltage method [17]. Previous methods have design and power overhead using additional circuitry such as temperature sensors, level shifters, and control circuits [17], as compared to the method being proposed.
Figure 43 Schematic of adaptive supply voltage using variable reference voltage [37].

Instead of using an internal reference voltage generator, on-chip linear voltage regulators with temperature variable reference voltages, as shown in Figure 43, can be used. The voltage regulator generates a temperature-variable reference voltage with temperature dependency on the voltage divider. Implementation options are available with types of resistors (passive or active) and various temperature dependency. The circuitry of voltage divider consists of resistors R1 and R2, as shown in Figure 43.

Figure 44 Generated reference voltages with differences of temperature coefficients of R2 and R1 [37].

To provide adaptive voltages, resistors, R1 and R2, have three values of temperature coefficients: positive temperature coefficient (PTC), zero-TC (ZTC), and
negative-TC (NTC). The on-chip resistor (R2) can be implemented using metal or silicon, and its nominal temperature coefficients have positive values, such as several hundred ppm (poly-silicon) and thousands of ppm (well-silicon). Resistor R1 can be implemented with either an on-chip resistor or SMD resistor, with the latter having a temperature coefficient resistance of 0.00015 per degree Celsius. A variety of differences in coefficients demonstrates the flexibility of this method because various materials enable multiple design choices. The temperature coefficient of resistor R1 is less than that of on-chip resistor, R2. Furthermore, because it is located on the PCB, R1 is far from the heat source.

From the implementation perspective, the external resistor R1 is similar to an alternate power distribution method comprising power transmission lines and series resistors, which have shown to reduce switching noise and provide design scalability [69]. The proposed method is less complex and more area-efficient because of the resistor based reference voltage generator and linear voltage regulator. Compensation of the temperature induced delay with this method is shown in Figure 45.

**Figure 45** Simulated skew of a repeater unit of the CDN using the adaptive voltage method: (a) variations of delay compensation with temperature coefficients and (b) waveforms [37].
Table 10 shows comparison of this method with the previous published method. As the table indicates, the method proposed in this work has small die size overhead and is easier to control than the previous method, even though both methods have slightly larger power overhead than other methods, which consume additional dynamic power.

Table 10  Comparison of the adaptive voltage method with the previous method; modified from [37].

<table>
<thead>
<tr>
<th>Component</th>
<th>[17]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>Voltage regulator</td>
<td>Adaptive reference voltage</td>
</tr>
<tr>
<td>Additional circuits</td>
<td>Temp sensor, level shifter</td>
<td>Regulator and R divider</td>
</tr>
<tr>
<td>Compensation Range</td>
<td>Intermediate Range</td>
<td>Intermediate range</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Large (Static)</td>
<td>Large (static)</td>
</tr>
<tr>
<td>Die Size Overhead</td>
<td>Intermediate (TS, level shifter)</td>
<td>Small (regulators)</td>
</tr>
<tr>
<td>Controllability</td>
<td>Complex</td>
<td>Easy (No temp sensor)</td>
</tr>
<tr>
<td>Stability/Reliability</td>
<td>Stable</td>
<td>Stable</td>
</tr>
</tbody>
</table>

3.3 Controllable Path Delay with Redundant Paths

The second approach compensates the thermal-induced delay using additional adjustable loads, which were previously implemented with gate capacitance [22] for the controllable delay units. In this chapter, large values of delay components, such as redundant paths controlled by switches, providing larger delay values than the methods used in [22], are used. The previous method [22] showed that the delay units adjust and control the amount of delay, but require additional control logic due to small and varying
amounts of capacitance. Large delay values for redundant paths without the use of complex logic is a key feature of the controllable delay method presented in this section.

![Schematic of controllable delay compensation using redundant interconnect](image)

**Figure 46**  Schematic of controllable delay compensation using redundant interconnect [37].

The redundant interconnect design in Figure 46 provides a larger number of delay options than other capacitor loads consisting of gate and junction capacitance [22]. For example, resistance, capacitance, and inductance of the used 1 μm x 1 μm x 500 μm trace are 15.1 ohm, 100 fF, and 0.69 nH, respectively, and mutual capacitance and inductance are 33.0 fF and 0.52 nH, respectively.

\[
TD_{even} = \sqrt{L_{even} C_{even}} = \sqrt{(L_{11} + L_{12})(C_{11} - C_{12})}
\]  \hspace{1cm} (17)
Figure 47 Delay effect by odd mode coupling (Lm: 0.7, Cm: 0.5).

With increase of crosstalk due mutual inductance and capacitance, this method with multiple line options and crosstalk effects described in (14) can provide larger delay, due to larger mutual capacitance and inductance condition. Furthermore, the method is simple and added interconnects added for delay compensation can act as shields. Figure 48 shows simulated skew and its reduction using the method.

Figure 48 Simulated skew of a repeater unit of the CDN using the controllable delay method: (a) variations of delay compensation with redundant paths and (b) waveforms [37].

Comparison of the proposed method with the method in [22] is shown in Table 11. As compared in the table, the controllable delay method has a wider compensation range
than the previous method, small die size overhead, and easiness for control. A detailed comparison is provided in Table 11.

Table 11  Comparison of the controllable delay method with the previous method; modified from [37].

<table>
<thead>
<tr>
<th>Component</th>
<th>[22]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>Interconnect and gates</td>
<td>Redundant interconnects</td>
</tr>
<tr>
<td>Additional circuits</td>
<td>Xgates and TRs</td>
<td>Xgates and traces</td>
</tr>
<tr>
<td>Compensation Range</td>
<td>Small range</td>
<td>Wide range</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Small (dynamic)</td>
<td>Small (dynamic)</td>
</tr>
<tr>
<td>Die Size Overhead</td>
<td>Intermediate (Xgates, TRs)</td>
<td>Small (Xgates and traces)</td>
</tr>
<tr>
<td>Controllability</td>
<td>Complex</td>
<td>Easy</td>
</tr>
<tr>
<td>Stability/Reliability</td>
<td>More stable</td>
<td>More stable</td>
</tr>
</tbody>
</table>

3.4 Variable Driving Strength for Clock Repeaters

The third method uses variable drive strengths for clock repeaters. These drive strength options have been conventionally used in I/O buffers for obtaining better signal integrity or power efficiency with optimal output impedance. The strength option from a typical data buffer is applied for clock buffers instead of the complex clock buffer shown in [23].
Simulated skew of a repeater unit of the CDN is reduced with additional buffers of half, quarter, and octant sizes, which are conventional scaling numbers in transistor sizing. The buffer size option is easily implemented, however the additional buffer directly induces power consumption with the addition of current capacity. Skews of Figure 50 (a) and (b) show decreased clock skew using the method.

Figure 50 Simulated skew of a repeater unit of the CDN using the variable strength method: (a) variations of delay compensation with drive strengths and (b) waveforms [37].
Table 12 compares the proposed variable strength method with the method shown in [23]. As indicated in the table, the method has a smaller compensation range, but has a small die size overhead and is easy to control.

<table>
<thead>
<tr>
<th>Component</th>
<th>[23]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>Adjusting driving strengths</td>
<td>Conventional parallel buffer</td>
</tr>
<tr>
<td>Additional circuits</td>
<td>Control logic + additional TR</td>
<td>Control logic + additional TR</td>
</tr>
<tr>
<td>Compensation Range</td>
<td>Intermediate range</td>
<td>Small Range</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Intermediate</td>
<td>Intermediate (buffer)</td>
</tr>
<tr>
<td>Die Size Overhead</td>
<td>Intermediate</td>
<td>Small</td>
</tr>
<tr>
<td>Controllability</td>
<td>Complex</td>
<td>Easy</td>
</tr>
<tr>
<td>Stability/Reliability</td>
<td>Stable</td>
<td>Stable</td>
</tr>
</tbody>
</table>

### 3.5 Comparison of Methods

The proposed methods show different delay compensation capabilities. Figure 51 shows delay change with temperature increase from 25 degrees to 125 degrees Celsius. Slope of the graph in Figure 51 indicates change of delay with temperature and the change of delay shows the range of delay compensation. The controllable delay method is capable of the largest delay compensation, and the variable strength method shows the smallest delay compensation among the three methods presented.
Each method has its advantages and disadvantages. As indicated earlier, the adaptive voltage method can be implemented with smaller area overhead and simpler control; however, the signal integrity of the clock, such as duty cycle and crossover-point, are degraded with this method as described in the previous section. Therefore, negative impacts require optimization of the amount of delay compensation using this method. On the contrary, the controllable delay method is simple but provides a larger amount of delay compensation; furthermore, it is stable for thermal compensation. Delay compensation using variable strength is proportional to the addition of transistor area and power, but the method can be implemented using simple control logic. These methods can be combined to compensate for thermal variations in CDN. Figure 52 shows the comparison of these techniques with previous methods.
With different compensation range and design overhead, the three methods can be used at different levels of the H-tree clock structure. Figure 52 (a) shows an example of a cascaded level for the H-tree, and Figure 52 (b) illustrates the delay compensation profile with different levels of the H-tree.

The performance improvement with the implementation of the compensation techniques depicts a decrease in delay from 96.2 ns to 54.2 ns, which represent a 43.5% improvement using these methods. The skew improvement also causes degradation in power and area as shown and compared in Figure 53. This overhead increases temperature immunity by using the compensation techniques, but the control circuit implementation requires more die space and consumes additional power to activate. Power and design
overhead with the proposed methods are 11.6% and 9.7%, respectively, as compared to the
without compensation circuits.

![Figure 53](image)

**Figure 53** Comparison of (a) skew, (b) power consumption, and (c) area [37].

Variation in the supply voltage has an effect on the total power consumption of the
system. These proposed methods increase leakage power. Distribution of power has been
estimated with the PowerPC estimator tool. Total power increased from 18 mW to 20 mW,
however, the power overhead will be reduced when these concepts are optimized using a
customized chip design.

### 3.6 Summary

This chapter discusses approaches to mitigate thermal induced skew simulated in a
CDN. Proposed methods are different from previous methods described in [17], [22], and
[23]. In summary, (1) the first method is able to provide an adaptive voltage without
temperature sensors and reference voltage generator in an on-chip voltage regulator. The
reference voltage generator-free low dropout (LDO) voltage regulator compensates the temperature-induced skews by generating self-adapted bias in an efficient manner; (2) The second method uses redundant paths which provide a larger delay compared to previous methods using gate capacitance of transistors without any leakage; (3) The third method uses strength-based skew-tuning which has been used for data buffer’s impedance control, instead of using complex buffers. These proposed methods are more energy-efficient and innovative when their various performances and overhead are compared.

There is also scope for improvement in the implementation schemes. The designs in this work were developed with the objective of verifying the functionality of the compensation methods. However, they displayed excessive degradation in terms of power and area. Performance always trades off with power and area but at least one of them can be optimized while the others can be kept at a level where it provides satisfactory performance. Power efficient techniques can be constructed using gating and scaling schemes that guarantee that the right amount of compensation is provided at the right time. Area efficient designs would require advanced logic optimization of the control units and circuit modifications.

This chapter also presented simple but efficient compensation methods to reduce the degradation and showed detailed implementation of the proposed methods. These methods have different capabilities for skew compensation with power and area overhead. Therefore, the effectiveness and efficiency of the methods are implemented with optimal combination for CDN design. Design results using a 45 nm process showed that 43.5 % performance improvement is possible with 11.6% and 9.7 % power and area overhead,
respectively. The proposed concepts are validated and correlated with test vehicles in the following chapters.
CHAPTER 4 VALIDATION USING MEASUREMENTS

4.1 Introduction

As a verification procedure to verify the proposed concepts and simulation results, two types of test vehicles were designed. One test vehicle was developed using a field-programmable gate array (FPGA), which was configured with programmable logic blocks using a hardware description language (HDL). As a prototype for validation, FPGA is one of the best options. The test vehicle confirms the delay mitigation concepts and presents delay compensation performance described in Chapter 4.

The other test vehicle is based on a customized integrated circuit which contains a clock network, compensation circuit, and power delivery network. The designed chip was fabricated with a multi-project wafer (MPW) project using 180 nm process. This test vehicle was used to correlate the electrical-thermal solver and PDN simulation, described in Chapter 2 with measurements.

4.2 FPGA Implementation

To validate the suggested methods prior to custom chip design, a test vehicle using FPGA was developed. This first test vehicle was designed to attribute various thermal conditions using additional heaters. The positive temperature coefficient (PTC) heater is one of the best candidates for external heater because of safety, longevity, and cost. External PTC heaters attached on the FPGA mimic the condition for measurement. Figure 54 (a) shows the FPGA test vehicle with additional heaters, which has SMA (Sub-
Miniature version A) connector that can be used to connect to test equipment such as automatic testers and digital sampling oscilloscopes.

![Image](image.png)

**Figure 54**  (a) FPGA (Spartan 6)-based test vehicle. (b) Placement of four PTC heaters on the FPGA to mimic the thermal condition [70].

As a first step, the Spartan 6 FPGA test vehicle, which is fabricated using 45 nm technology node with an operation temperature range between 85°C and 125°C, was set with constraints to replicate the conditions for thermal and electrical analysis. External PTC heater components create artificial temperature gradients, however the number of heaters was limited to four because of the physical dimension.

The CDN was synthesized with Verilog coding using the Xilinx ISE Design Suite. The Plan Ahead tool confirmed that the CDN had been implemented in the form of H-Tree architecture, and the iSim waveform analyzer was used to verify the design. To mimic a real symmetric H-tree structure of the clock, location constraints in FPGA synthesis were used. With the location constraint, Figure 55 shows an implementation of a CDN structure in FPGA, which is similar to the H-tree structure described earlier.
First, the VDD of buffers to implement the adaptive voltage method shown in Figure 56 (a) were adjusted. Buffers were constructed using switch models in Verilog, so external ports were used to feed supply voltages to them. The voltages on the IO port were optimized to speed up the buffers [71].

Second, Figure 56 (b) shows the implementation structure in the FPGA-based test vehicle for using the controllable path delay method. Delay components in the method are redundant interconnects, but the component in the test vehicle was implemented with D
flip-flops. A control unit was used to select the number of flip-flops between the source and destination buffers as an interconnect delay along the path. An algorithm for the combination of these methods starts with an estimation of the temperature across the CDN and fetches data from the memory of the FPGA in the test vehicle. The fetched data indicate the predefined temperature maps that provide the delays across various paths. The algorithm compares the delays to a threshold and determines whether a correction is needed or not. If necessary, it selects the correct compensation technique and continues. The test vehicle including the corrective techniques, the primary CDN, and a control unit was coded with RTL to implement the algorithm shown in Figure 56.

4.3 Custom IC Design

4.3.1 Design Concept

The aim of this test chip is to validate the temperature gradient simulated with the electro-thermal simulation with temperature sourcing and monitoring circuits in a real chip. In addition, an analysis of the temperature effects on high speed circuits, especially clock distribution network (CDN) was performed. The objectives of this chip design are:

- Design of a test chip which is capable of temperature sourcing for creating temperature gradient in the chip and temperature monitoring using temperature sensor circuitry.

- Correlation of electro-thermal simulation results with measurement using a test chip having temperature sourcing and monitoring circuits and analysis of the effects of the temperature on high speed circuits.
• Additional compensation circuits for adjusting the delay mismatch caused by temperature gradient on a global clock tree and verification and hardware measurements of the designed circuit.

• Validation of temperature effects of the temperature on the power delivery network (PDN) including on-chip decoupling capacitors (ODCs)

The goal of the design was to mimic the temperature effects of real chips including temperature gradients and their measurements. For temperature sourcing and monitoring, on-chip heaters implemented with polysilicon resistors and MOS diodes were used. Dimension of on-chip heaters was 100μm x 100μm and these heaters were implemented on the poly-silicon layer because the layer has reasonable resistance. Sixteen pairs of heaters and temperature sensors were placed on a 4 x 4 grid, as shown in Figure 57 (a). Also, MOS diodes were included as heat monitors. This provided the necessary baseline features for electrical-thermal analysis of high density ICs, which was used to correlate with simulations. This combination of measuring the thermal effects with the resulting electrical effects will provide sufficient data to validate the electrical-thermal solver along with other circuit simulators. Figure 57 (b) shows layout of the heater and temperature monitoring diode.
Die size was assumed as 10 mm x 10 mm for simulation though only 3.8 mm x 3.8 mm die area was available for the design, as shown in Figure 58. The size of the unit grid for both cases (simulation and design) were similar and around 1 mm x 1 mm, but the number of heater and temp sensor grid decreased from 10 x 10 to 4 x 4 because of the limitation of die area, as shown in Figure 58.
To validate the methods, a customized IC was designed and a test vehicle fabricated. Figure 59 shows a full schematic of the CDN including sub-blocks and compensation circuits. Some of the clock repeaters use four different adaptive voltages and delay options implemented using transmission gates.

Figure 59  Schematic of CDN circuits.

Layouts of the main sub-circuits are shown in Figure 60. Same voltage regulator shown in chapter 4 was used for adaptive voltage generation. The delay and buffer strengths were controlled with optional switches.
Figure 60  Layout results of the compensation circuits.

This chip was fabricated using a low-cost multi-project wafer (MPW) IC prototyping service. It used the 0.18 μm process of Magna Chip/SK Hynix and consists of six metal layers. The circuits were implemented on 0.18μm CMOS process with the specifications shown in Table 13.

Table 13  Fabrication process specifications.

<table>
<thead>
<tr>
<th>Process node</th>
<th>0.18μm CMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>1 poly-silicon layer, 6 metal layers</td>
</tr>
<tr>
<td>Devices</td>
<td>1.8V (thin oxide)/3.3V (thick oxide)/5V</td>
</tr>
<tr>
<td>Minimum gate length</td>
<td>0.18μm for 1.8V, 0.30/0.35μm for 2.5V</td>
</tr>
<tr>
<td>Substrate</td>
<td>P-substrate with N-wells</td>
</tr>
</tbody>
</table>

The size of the chip including output pads was 3.8 mm x 3.8 mm. An H-tree CDN with compensation circuits and on-chip voltage regulator were placed. The CDN consists of inverter chains with two different repeaters for FO1 (Fan-Out 1) and FO2 (Fan-Out 2) and 500 um metal interconnect. The on-chip voltage regulator generates 1.8 V for internal voltage. Figure 61 shows the full layout with meshed power distribution network.
Figure 61  Overview of layout and power distribution network [81].

Figure 61 shows the layout of the complete chip including the power distribution network and input/output pin location. Figure 62 shows fabricated chips.

Figure 62  Fabricated chips using 180 nm process.

4.3.2 IC Test Board

A 10 mm x 10 mm size PCB was used for the IC-based test vehicle to validate the methods discussed in the Chapter 4. Figure 63 shows the concept of the test vehicle. The chip, either packaged or not, was connected to an FPGA for input and output control.
The results that can be measured with the test vehicle below are as follows:

1) Measure temp gradient on the chip and correlation with thermal simulation (power map, in °C)

2) Timing effects, especially delay variation, caused by temperature gradients (in ps)

Figure 63  Concept of the test vehicle and pin assignment.
A 10 mm x 10 mm size PCB was used to validate the operation of an LDO and compensation methods discussed in the previous section. Figure 65 shows the designed PCB of the test vehicle and a wire bonded chip at the center of the test vehicle.
The fabricated chip has 184 pins to estimate the effect of temperature on the clock distribution network and power distribution network. Table 14 shows the pinout of the fabricated chip. The chip was bonded as a chip-on-board (CoB) type package.

### Table 14 Pinout of the fabricated chip.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>No.</th>
<th>Name</th>
<th>No.</th>
<th>Name</th>
<th>No.</th>
<th>Name</th>
<th>No.</th>
<th>Name</th>
<th>No.</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NC</td>
<td>24</td>
<td>VDD_VR0</td>
<td>47</td>
<td>HTR_03</td>
<td>70</td>
<td>DLY_L_EN_03</td>
<td>93</td>
<td>NC</td>
<td>114</td>
<td>CK_IN</td>
</tr>
<tr>
<td>2</td>
<td>NC</td>
<td>25</td>
<td>VSS</td>
<td>48</td>
<td>TS_03_A</td>
<td>71</td>
<td>DLY_L_EN_02</td>
<td>94</td>
<td>NC</td>
<td>117</td>
<td>VSS</td>
</tr>
<tr>
<td>3</td>
<td>NC</td>
<td>26</td>
<td>VDD_VR2</td>
<td>49</td>
<td>TS_03_B</td>
<td>72</td>
<td>VDD</td>
<td>95</td>
<td>VSS</td>
<td>118</td>
<td>DQ_IN_03</td>
</tr>
<tr>
<td>4</td>
<td>VDD</td>
<td>27</td>
<td>VDD</td>
<td>50</td>
<td>VDD</td>
<td>73</td>
<td>TS_10_A</td>
<td>96</td>
<td>VDD</td>
<td>119</td>
<td>VSS</td>
</tr>
<tr>
<td>5</td>
<td>VDD_VR1</td>
<td>28</td>
<td>DQ_OUT_01</td>
<td>51</td>
<td>VR_EN_02</td>
<td>74</td>
<td>TS_10_A</td>
<td>97</td>
<td>VDD_VR4</td>
<td>120</td>
<td>DQ_IN_04</td>
</tr>
<tr>
<td>6</td>
<td>VSS</td>
<td>29</td>
<td>VSS</td>
<td>52</td>
<td>VDD VR2</td>
<td>75</td>
<td>HTR_10</td>
<td>98</td>
<td>VSS</td>
<td>121</td>
<td>VDD</td>
</tr>
<tr>
<td>7</td>
<td>CK_OUT_00</td>
<td>30</td>
<td>DQ_OUT_00</td>
<td>53</td>
<td>VSS</td>
<td>76</td>
<td>VSS</td>
<td>99</td>
<td>CK_OUT_15</td>
<td>122</td>
<td>DQ_IN_05</td>
</tr>
<tr>
<td>8</td>
<td>CK_OUT_01</td>
<td>31</td>
<td>VSS</td>
<td>54</td>
<td>HTR_07</td>
<td>77</td>
<td>CK_OUT_10</td>
<td>100</td>
<td>CK_OUT_14</td>
<td>123</td>
<td>VSS</td>
</tr>
<tr>
<td>9</td>
<td>VREF_01</td>
<td>32</td>
<td>TS_02_A</td>
<td>55</td>
<td>TS_07_A</td>
<td>78</td>
<td>CK_OUT_11</td>
<td>101</td>
<td>VREF_04</td>
<td>124</td>
<td>TS_13_B</td>
</tr>
<tr>
<td>10</td>
<td>VSS</td>
<td>33</td>
<td>DQ_OUT_01</td>
<td>56</td>
<td>VDD</td>
<td>79</td>
<td>VDD</td>
<td>102</td>
<td>VDD</td>
<td>125</td>
<td>TS_13_A</td>
</tr>
<tr>
<td>11</td>
<td>VDD_VR1</td>
<td>34</td>
<td>HTR_02</td>
<td>57</td>
<td>VSS</td>
<td>80</td>
<td>STR_H_EN_07</td>
<td>103</td>
<td>VDD_VR4</td>
<td>126</td>
<td>HTR_13</td>
</tr>
<tr>
<td>12</td>
<td>VDD</td>
<td>35</td>
<td>VDD</td>
<td>58</td>
<td>STR_H_EN_03</td>
<td>81</td>
<td>STR_Q_EN_07</td>
<td>104</td>
<td>VDD</td>
<td>127</td>
<td>VDD</td>
</tr>
<tr>
<td>13</td>
<td>HTR_01</td>
<td>36</td>
<td>VDD_VR2</td>
<td>59</td>
<td>STR_Q_EN_03</td>
<td>82</td>
<td>VSS</td>
<td>105</td>
<td>HTR_14</td>
<td>128</td>
<td>VDD VR3</td>
</tr>
<tr>
<td>14</td>
<td>TS_01_A</td>
<td>37</td>
<td>VS</td>
<td>60</td>
<td>VR_EN_04</td>
<td>83</td>
<td>STR_Q_EN_08</td>
<td>106</td>
<td>TS_14_B</td>
<td>129</td>
<td>VSS</td>
</tr>
<tr>
<td>15</td>
<td>TS_01_B</td>
<td>38</td>
<td>VREF_02</td>
<td>61</td>
<td>CK_OUT_07</td>
<td>84</td>
<td>VDD_VR4</td>
<td>107</td>
<td>TS_14_A</td>
<td>130</td>
<td>VREF_03</td>
</tr>
<tr>
<td>16</td>
<td>VSS</td>
<td>39</td>
<td>CK_OUT_02</td>
<td>62</td>
<td>CK_OUT_06</td>
<td>85</td>
<td>VDD</td>
<td>108</td>
<td>VSS</td>
<td>131</td>
<td>CK_OUT_11</td>
</tr>
<tr>
<td>17</td>
<td>CK_OUT_05</td>
<td>40</td>
<td>TS_00_A</td>
<td>63</td>
<td>CK_OUT_05</td>
<td>86</td>
<td>TS_11_B</td>
<td>109</td>
<td>TS_00_A</td>
<td>132</td>
<td>CK_OUT_12</td>
</tr>
<tr>
<td>18</td>
<td>VDD</td>
<td>41</td>
<td>VSS</td>
<td>64</td>
<td>HTR_06</td>
<td>87</td>
<td>TS_11_A</td>
<td>110</td>
<td>VSS</td>
<td>133</td>
<td>VSS</td>
</tr>
<tr>
<td>19</td>
<td>DQ_OUT_04</td>
<td>42</td>
<td>VDD_VR2</td>
<td>65</td>
<td>TS_06_A</td>
<td>88</td>
<td>HTR_11</td>
<td>111</td>
<td>DQ_IN_01</td>
<td>134</td>
<td>VDD VR3</td>
</tr>
<tr>
<td>20</td>
<td>VSS</td>
<td>43</td>
<td>VDD</td>
<td>66</td>
<td>TS_06_B</td>
<td>89</td>
<td>VSS</td>
<td>112</td>
<td>VDD</td>
<td>135</td>
<td>VDD</td>
</tr>
<tr>
<td>21</td>
<td>DQ_OUT_03</td>
<td>44</td>
<td>VSS</td>
<td>67</td>
<td>TS_15_B</td>
<td>90</td>
<td>DQ_IN_02</td>
<td>113</td>
<td>DQ_IN_02</td>
<td>136</td>
<td>VSS</td>
</tr>
<tr>
<td>22</td>
<td>VSS</td>
<td>45</td>
<td>HTR_A</td>
<td>68</td>
<td>VSS</td>
<td>91</td>
<td>TS_15_A</td>
<td>114</td>
<td>VSS</td>
<td>137</td>
<td>VSS</td>
</tr>
<tr>
<td>23</td>
<td>VREF_00</td>
<td>46</td>
<td>HTR_B</td>
<td>69</td>
<td>VSS</td>
<td>92</td>
<td>HTR_15</td>
<td>115</td>
<td>VDD</td>
<td>138</td>
<td>VSS</td>
</tr>
</tbody>
</table>

### 4.4 Measurement Setup

To measure the developed test vehicles, time domain and frequency domain equipment were used. A digital sampling oscilloscope (DSO) and vector network analyzer (VNA) were used for the measurements. For measuring time transient waveforms, signal generators, power supply units, and digital voltage meter were used, as shown in Figure 66 (a). A vector network analyzer and a probe station shown in Figure 66 (b) were used to measure scattering parameters of the power distribution network. The setup is used for both FPGA and IC-based test vehicles.
The measurements of the test vehicles were two fold, namely: 1) Measurement of temperature gradient on the chip and correlation with thermal simulation with power maps (in degree Celsius), 2) Measurements of timing effects, especially delay variation, caused by temperature gradients (in ps) and its correlation with the electrical-thermal solver and circuit simulator.

4.5 Measurement Results

4.5.1 FPGA-based Board

Figure 67 and Figure 68 show measurement results using the FPGA-based test vehicle. Figure 67 (a) shows delay change due to temperature without using any compensation techniques. Alternatively, Figure 68 (b) shows a better response as the slope of delay decreased by using the adaptive voltage technique. The graph in Figure 67 shows that the adaptive voltage technique improves the propagation delay from 410 ps to 143 ps, when the temperature is increased to predefined values by heaters.
Figure 67  Propagation delay with temperature using the adaptive voltage method (a) without compensation and (b) with compensation [70].

Measurement with the tunable delay method are shown in Figure 68 (a) where the skew is stable across the CDN, as shown in Figure 68 (b). The compensation method reduces the skew from 1155 ps to 531 ps in the presence of temperature effects. The amount of skew compensation shows the delay compensation capability of the methods, and the results are well correlated with the methods compared in Chapter 3.

Figure 68  Propagation delay with temperature using the controllable delay method (c) without compensation and (d) with compensation [70].
A more practical test case was applied for temperature varying conditions in real time, as shown in Figure 69. This was accomplished by using the preset values of temperature and time steps in the control unit. Time and temperature during the propagation delay measurement were swept for real time compensation capability. As shown in Figure 69, the deviation of propagation delay is reduced with these methods, which demonstrates resilience to temperature. The measurement results using the FPGA-based test vehicle are correlated with skew mitigation from the proposed methods.

Figure 69  Real time compensation test with (a) the adaptive voltage method and (b) the controllable delay method [70].
4.5.1 Custom IC-based Test Vehicle

Fabricated IC was used for evaluating the thermal effects on the clock distribution network. On-chip temperature gradients were measured using temperature generating and monitoring blocks. We induced variable current to each heater with resistor networks built on test board by varying resistors and input voltage. Diode based temperature sensors were used for temperature measurements. To measure the local temperature, we use temperature monitoring circuits using diodes. Figure 70 (a) and (b) show the measured I-V profile of temperature monitoring circuits and the measured I-V curves for different temperatures, respectively. Differences in current is a measure of local temperature.

![Figure 70](image_url)

**Figure 70** (a) Measured I-V profile of temperature monitoring circuits and (b) temperature variations [81].
The power consumed by each heater calculated using a voltage source and resistor divider resulting in a power map as shown in Figure 71 (a). The electrical-thermal solver was used to compute the temperature distribution on the die for the test vehicle. Since the typical heat transfer coefficient natural convection is around 4-5 W/(m²·K), a heat transfer coefficient of 4.0 W/(m²·K) was used as the convection boundary condition for analysis, which accounts for any radiation effects as well. Figure 71 (b) and (c) show the simulated and measured temperature distribution for the power map used in Figure 71 (a).

Measurement results confirmed that the simulated temperature gradients can be generated in the die. These results are reasonably well correlated with electro-thermal simulation results. From Figure 72, it can be seen that the correlation is good for minimum and maximum temperatures for the three power maps (7%-13% and 1%-3% error in simulations) while the error is larger for the temperature gradients due to the smaller values involved (19%-46%). Nevertheless, these correlations provide a reasonable degree of confidence in the simulated temperatures, since there is some inaccuracy in the position of the heaters and monitoring circuits due to the 4x4 grid used for the chip, as opposed to a much finer non-uniform grid used in the simulations.
The temperature gradient has an effect on the integrity of high speed signals. Power delivery network (PDN) characteristics also vary with temperature. Figure 72 shows scattering parameters of PDN for the test vehicle. Temperature characteristics of PDN are shown in Figure 72 where the temperature changes the s-parameters by 1-2dB above 1.6GHz. Some portions of fabricated chip did not show the expected performance.
These recent measurements showed the effects of thermal gradients on 3-D IC with performance degradations caused by high temperature gradients on delay and power ground impedance. The measured temperature gradients and thermo-electrical simulations were well correlated. The fabrication was intended to present simple but efficient compensation methods to reduce the delay degradation and demonstrated the implementation of the proposed methods. The methods have different capabilities for skew compensation with power and area overhead. The effectiveness and efficiency of the methods can be implemented with optimal combination for clock network design.

4.6 Summary

In this chapter, validation using two types of test vehicles was shown. FPGA-based and custom IC-based test vehicles were constructed to validate the electro-thermal simulation and proposed mitigation methods that included temperature dependency on delay and PDN impedance. Measurement results using the FPGA-based test vehicle and custom IC- based test vehicle showed good correlation of the delay mitigation, electrical-thermal simulation and other temperature effects.
Measurement results depict the proposed concepts to mitigate the effect of temperature on 3-D IC with performance degradations caused by high temperature gradients on delay and power ground noise. This chapter also presented detailed implementation of the proposed methods and design results using an FPGA and a recent CMOS process. The proposed concepts were successfully validated and correlated with the test vehicle measurements. To validate the performed electrical-thermal simulation, a fabricated chip using 180 nm process was utilized to confirm the accuracy of the solver. The measurement results also was used to determine thermal effect on PDN impedance.
5.1 Introduction

Electrical-thermal analysis and correlation results in previous chapters validate the proposed co-design and simulation method. However, 3-D integrated systems have a large number of input control variables, as shown in Figure 73. Moreover, the multi-scale structure of 3-D systems increase compute time for analysis. In addition, trade-offs between computational cost and problem scale exist including nonlinearities and variations, as illustrated in Figure 73. Increase in operation speed and circuit density also results in much narrower system margins which require a large number of system parameters to be controlled. With smaller margins and more variation in the parameters, the effect of system parameters on the response need to be analyzed. This can be a very difficult and time consuming exercise.

Figure 73 Challenges of electrical-thermal simulations; (a) large number of input variables, (b) multi-scale structure (> $10^2$), (c) computational cost, (d) non-linearity, and (e) process variation.
To optimize a 3-D system design, combinations of the input system parameters increase the number of electrical-thermal simulations required thereby increasing computational resources. In addition, mesh density can significantly increase computational time, as shown in Figure 74. To optimize a large number of control/input parameters, several previous studies have proposed statistical methods, such as worst case and Monte Carlo analyses [72]. Because of the simulation cases and calculation overhead required by the methods, other studies have proposed approaches that reduce the number of simulations using design of experiments (DOE) [73]. Recently, machine-learning (ML) based methods have become popular and some of these methods have been applied to electromagnetic problems [74] and high speed interconnect systems [75]. These techniques have enabled machines to learn from the training sequences by accumulating data sets through automated learning algorithms.

**Figure 74** Increase in simulation time from a coarse mesh level to a fine mesh level.
With the challenges related to electrical-thermal simulation for 3-D systems, a new approach is required for design optimization. Machine-learning (ML) can be a candidate for reducing computational time. Even though machine-learning approaches originated from computational learning theory in artificial intelligence, these methods are being widely used in various fields today that include computer vision, communication network, etc.

In this paper, we optimize electrical-thermal parameters of a 3-D system using ML algorithms by constructing models of the input-output characteristics based on error control, using data points that minimize the number of data sets. This method can be used to solve non-convex optimization problems as well. To minimize the number of training data sets required, we chose Bayesian optimization [76]. We developed a simulation flow with control parameters that includes physical dimensions, material properties, power maps, cooling technologies, and the material properties of thermal interface materials (TIM) that are used for thermal management.

![Figure 75](image_url)  
*Figure 75 Concept of machine learning consists of training and evaluation/execution phases [81].*
As illustrated in Figure 75, machine-learning has three components, task, experience, and performance which consists of two phases, training and evaluation/execution. “Task” and “performance” represent training and target respectively, while “experience” is used to improve the target performance [77].

![Diagram showing the flow of machine-learning components](image)

**Figure 76**  
(a) Electrical-thermal analysis for 3-D systems. (b) Simulated skew, noise, PDN impedance, and temperature gradient [37].

Figure 76 shows the flow used for electrical-thermal analysis for 3-D systems that has been used in this dissertation (in the earlier chapters) to compute temperature gradient and clock skew. The objective is to optimize the electrical and thermal performance such as clock skew, maximum temperature, and temperature gradients using control parameters. The available control parameters can be chosen based on sensitivity analysis, as shown in Figure 77. The sensitivity analysis is based on sweeping each parameter while maintaining the others at their nominal value. The analysis results provide insight into which parameter is more dominant for achieving target performance. From Figure 76, the control parameters lead to both linear and non-linear relationship with the target parameters such as skew, temperature gradient and maximum temperature.
5.2 Machine-Learning (ML) Algorithms for Optimization

Machine-learning methods, for example, decision trees, neural networks, and Bayesian optimization have been widely studied in the computer science community. Decision trees use a tree as a predictive model with mapping. Neural networks are based on the structure of biological neural networks. Bayesian networks use a probabilistic graphical model. Table 15 compares a few major machine learning algorithms. In this dissertation our focus is on the use of Bayesian based ML algorithms for 3-D system optimization.
Table 15  Comparison of classification-based machine-learning algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Properties</th>
<th>Performance</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Trees</td>
<td>Easy, expressive, non-parametric</td>
<td>Splitting criteria, overfitting, interactions</td>
<td>Discrete value, noisy &amp; missing data</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>Hard, finite time for linear data</td>
<td>Sensitive to parameter, overfitting</td>
<td>Real/discrete, errors in training data</td>
</tr>
<tr>
<td>Bayesian Networks</td>
<td>Simple, efficient, and stable</td>
<td>Fast training and data analysis</td>
<td>Modeling with error approximation</td>
</tr>
</tbody>
</table>

5.2.1 Bayesian Optimization (BO)

Bayesian optimization originated from a well-known equation in probability theory and statistics, namely Bayes’ theorem. Bayes’ theorem [78] is described by the following equation:

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)} \quad (18)
\]

where ‘A’ and ‘B’ are events and ‘P (A)’ and ‘P (B)’ are the probabilities of ‘A’ and ‘B’ without regard to each other. ‘P (A|B)’ and ‘P (B|A)’ are the conditional probability of observing event ‘A’ given that ‘B’ is true and observing event ‘B’ given that ‘A’ is true, respectively.

\[
P(h|D) = \frac{P(D|h)P(h)}{P(D)} \quad (19)
\]

We can expand Equation (18) to machine learning, especially for the hypothesis space (h) and training data (D). P (h|D) is the probability of hypothesis ‘h’ given data ‘D’ and is called the posterior. ‘P (D)’ and ‘P (h)’ are probabilities of observing ‘D’ and ‘h’
independent of data, respectively. They are referred to as the prior over data ‘D’ and hypothesis ‘h’, respectively. ‘P (D|h)’ is the probability of observing data ‘D’ given a hypothesis ‘h’ and is referred to as the likelihood.

\[
P(h|D) \propto \frac{P(D|h) \cdot P(h)}{P(D)}
\]

Equation (19) interprets Bayes’ rule regarding possibilities of multiple events, before (prior to) and after (posterior to) event. From Equation (20), the proportionality symbol indicates that if ‘h’ varies but keeping ‘D’ fixed, the left hand side is equal to a constant times the right hand side. In words, posterior is proportional to prior times likelihood: determined by the Bayes factor [78]. This Bayesian method reduces the number of datasets required for meeting target output performance.

In Bayesian statistics, we model our uncertainty with a prior probability distribution. In other words, we estimate the distribution and use this information to decide the point evaluated next, which is a key point of BO that differentiates it from other methods.

For Gaussian process priors, the model uses a joint Gaussian with the whole set of points. In this dissertation, the function \( \tilde{f} \) is defined as a GP prior with mean function ‘m’ and covariance function ‘k’. Based on prior observation points, the prior function \( f(x_{1:N}) \) is defined as a Gaussian process (GP) given by:

\[
f(x_{1:N}) = N(\mu(x_{1:N}), k)
\]

where \( x_{1:N} \) represent the \( N \) prior observation point, \( \mu(x_{1:N}) \) is the mean vector and \( k \) (also called the kernel) is the covariance matrix given by [85]:
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\[ \mu(x_{1:N}) = [\mu(x_1), \mu(x_2), \ldots, \mu(x_N)]^T \]  

(21)

\[ k(x_{1:N}) = \begin{bmatrix} k(x_1, x_1) & \cdots & k(x_1, x_N) \\ \vdots & \ddots & \vdots \\ k(x_N, x_1) & \cdots & k(x_N, x_N) \end{bmatrix} \]  

(22)

where the covariance is defined by:

\[ k(x_N, x_{N+1}) = \exp \left( -\frac{1}{2}||x_{N+1} - x_N||^2 \right) \]  

(23)

To predict \( f(x_{N+1}) \) at the next data point, we consider the joint distribution over \( f \) of the old data points and new data point, as shown in Equation (25). The optimization problem now relates to maximizing (or minimizing) \( f(x) \) subject to \( x \) where \( f(x_{N+1}) \) can be a non-convex black-box deterministic function defined by:

\[
\begin{bmatrix} f(x_{1:N}) \\ f(x_{N+1}) \end{bmatrix} \sim N \left( \begin{bmatrix} \mu(x_{1:N}) \\ \mu(x_{N+1}) \end{bmatrix}, \begin{bmatrix} K & \textbf{k} \\ \textbf{k}^T & k(x_{N+1}, x_{N+1}) \end{bmatrix} \right) \]  

(25)

where \( K \) is the kernel matrix and \( k \) is the kernel function given by Equations (23) and (24).

From [85], the mean and variance of \( f(x_{N+1}) \) can be computed as:

\[ \mu(x_{N+1}) = k^T K^{-1} f_{1:N} \]  

(24)

\[ \sigma^2(x_{N+1}) = k(x_{N+1}, x_{N+1}) - k^T K^{-1} k \]  

(25)
This approach provides a posterior distribution of the unknown function. We can choose the next value of the function representing the targeted values by either maximizing or minimizing an acquisition function (explained later). With this approach, Bayesian optimization can show faster convergence as compared to conventional optimization methods, such as for example random optimization [79], as illustrated in Figure 78.

![Performance of Bayesian optimization algorithm compared with random optimization](image)

**Figure 78** Performance of Bayesian optimization algorithm compared with random optimization [79].

The typical flow of Bayesian optimization (BO) using Gaussian process (GP) [82] is as follows:

i. Choose initial points of $\mathbf{x}$ and evaluate $f(\mathbf{x})$ including error (wrt the target value desired).

ii. While the stopping criterion is not met, calculate Bayesian posterior distribution on ‘$f$’ from the points observed.

iii. Using the prior observation points and acquisition function determine the point to evaluate next.

iv. Stop if the criterion is met, and report the point with the best value.
This approach is based on the Infinite-Metric GP optimization (IMGPO) algorithm presented in [83].

Bayesian optimization predicts posterior using prior, observation, and acquisition function (shown as Lowest Confidence Bound or LCB in the table), as shown in Figure 79, where the maximum of the acquisition function is used to determine the next evaluation point using the mean and variance of the posterior. A more detailed flow is discussed in the next section.

![Bayesian optimization with prior, observation, acquisition function, and posterior](image)

**Figure 79** Bayesian optimization with prior, observation, acquisition function, and posterior [80].
5.2.2 Flow of Electrical-Thermal Simulation including Bayesian Optimization

![Flowchart of Bayesian optimization](chart.png)

**Figure 80** Flow of Bayesian optimization [81].

Figure 80 shows the full flow for optimization where electrical-thermal simulations are combined with Bayesian optimization. In the flow chart, acquisition functions are used to choose the posterior. Following three acquisition functions are widely used in GP based optimization, namely [76]:

i. Probability of improvement (PI).

ii. Expected improvement (EI).

iii. GP upper/lower confidence bound (UCB/UCB).

The goals of the first two strategies are to maximize the probability of improvement and the expected improvement of the current value, respectively. The third strategy is targeted towards exploiting upper or lower confidence bounds with high probability using acquisition functions that minimize regret [76]. For this optimization, a confidence bound-
based acquisition function (also called Lowed Confident Bound or LCB) is used, as shown in Equation (28):

$$x_{N+1} = \arg\min [\mu(x_i) - \kappa \sigma(x_i)]$$  \hspace{1cm} (28)

where $\kappa \geq 0$ and $\kappa = \sqrt{2 \log 2 \pi^2 x^2 / 12 \nu}$ (where $\nu$ equals 0.05), and $\mu(x_i)$ and $\sigma(x_i)$ are determined from Equation (26) and (27) for each input parameter.

Recent studies on Bayesian optimization with GP have presented faster convergence without requiring extensive sampling [83] and have tried to connect PI and UCB/LCB approaches [84]. We selected this algorithm for our optimization. This approach provides a posterior distribution of the unknown function. We can choose the next value of the function to search and move closer towards the targeted goal. Figure 81 shows the procedure for calculating the next value from mean, variance, and maximum of the acquisition function [85]. The maximum of the acquisition function is found using posterior mean and variance calculated using Gaussian distribution. The point of maximum acquisition function becomes the next observation point. In Figure 82, the actual function is also shown as “truth”.

The Bayesian Optimization algorithm described earlier for one-dimensional problems can be extended to multi-dimensional problems as well. Here, we assume that the M random input variables are independent of each other and Equation (21) can be cast in the form:

\[
\begin{align*}
  f(X_{1,1:N}, X_{2,1:N}, \ldots, X_{M,1:N}) &= N(\mu_1(X_{1,1:N}), k_1), N(\mu_2(X_{2,1:N}), k_2), \ldots N(\mu_M(X_{M,1:N}), k_M) \\
  &\text{(29)}
\end{align*}
\]

where N prior observation points are used and \(\mu_{i,1:M}\) and \(k_{i,1:M}\) are the mean and co-variances for the corresponding functions. While determining the next point for
$X_{i, i=1,M}$ acquisition functions are defined and chosen as in Equation (28). As an example, Figure 82 shows the distribution of the function with two random variables $X_1$ and $X_2$, posterior mean and variance, and the acquisition function defined using the lower confidence bound (LCB). The minimum of the acquisition function is chosen, as shown using a triangle marker, which becomes the next observation point for Bayesian optimization. In Figure 83, $X_1$ represents air flow as heat transfer coefficient in $\text{W/(m}^2\text{K)}$ and $X_2$ represents thermal conductivity of TIM material in $\text{W/(m} \cdot \text{K)}$ in the 3-D System.

Figure 82 Distribution plots of (a) Function, (b) posterior mean, (c) posterior variance, and (d) LCB acquisition function in 2-D optimization of a 3-D system [81].
5.3 Application of ML Algorithms

The objective of electrical-thermal simulation is to estimate the global skew by considering temperature gradients in a 3-D system. Simulated temperature profiles superimposed on to temperature-sensitive electrical properties and recent technology-based buffer and interconnect models were used, as described in Chapter 2. This analysis procedure also includes power delivery models to estimate power ground noise.

To optimize electrical-thermal performance, a large number of control parameters need to be considered. Physical dimensions and material properties are some of the basic parameters required for electrical-thermal analysis. For thermal design, thermal related parameters such as power map, total power, fan speed, micro-fluidic rate, TIM material property, TSV numbers, etc need to be optimized. The goal of the optimization is to tune these parameters so that appropriate measures such as temperature, clock skew, PDN noise and impedance are reached, as shown in Figure 83.

![Figure 83](image-url)

Figure 83 Input and output parameters for 3-D system design [81].
Table 16 shows key input variables for optimization of thermal performance which also affects electrical performance. For design optimization, a data range for the following parameters were specified: heat transfer coefficient of air flow ($K_A$) $\in [1:50]$ W/(m$^2$·K), TIM material property ($K_{TIM}$) $\in [1.0:1.4]$ W/(m·K), TIM thickness ($t_{TIM}$) $\in [0.16:0.24]$, and thermal conductivity of PCB material ($K_{PCB}$) $\in [0.3:4.3]$ W/(m·K). These are shown in Table 16. Output parameters for optimization are maximum temperature and temperature gradient in degree Celsius and thermal skew in ps.

Table 16  
Input variables for optimization of thermal and electrical performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Min</th>
<th>Nominal</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat transfer coefficient</td>
<td>W/(m$^2$·K)</td>
<td>1</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>TIM material</td>
<td>W/(m·K)</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>TIM thickness</td>
<td>mm</td>
<td>0.16</td>
<td>0.20</td>
<td>0.24</td>
</tr>
<tr>
<td>Underfill material</td>
<td>W/(m·K)</td>
<td>0.3</td>
<td>0.3</td>
<td>8.3</td>
</tr>
<tr>
<td>PCB material</td>
<td>W/(m·K)</td>
<td>0.3</td>
<td>0.3</td>
<td>4.3</td>
</tr>
</tbody>
</table>

5.4 Analysis

5.4.1 One-Dimensional Optimization

In this chapter, one-dimensional optimization with other parameters at their nominal value was used a starting point for applying BO for these types of problems. With initial optimization of parameters in the total design space as shown in [86], optimization results show an intuitive direction towards extreme values of input parameters leading to highest air flow, highest TIM material thermal conductivity, and lowest total power.
However, our objective is not to obtain the lowest skew but to achieve a target value of 110 ps. Due to fast convergence of the algorithm to our design target value, the optimized input parameter using minimum number of iterations can be obtained, as shown in Figure 84 and Figure 85. The machine learning algorithm was able to achieve the target parameters by starting with an initial guess and not requiring a sweep of the parameters, as is typically done while creating response surfaces. Optimization results show fast convergence to optimal values, as shown in Figure 84 and Figure 85. With initial optimization of parameters in the design space, optimization results provide optimal values of input parameters, as shown in Table 17. Multi-dimensional optimization is described in the next section.

Figure 84  Optimization of each input parameter for clock skew of 110ps showing convergence. (a) Heat transfer coefficient and (b) thermal conductivity of TIM [86].
Figure 85 Optimization of each input parameter for clock skew of 110ps showing convergence. (a) Thickness of TIM and (b) thermal conductivity of PCB [86].

Table 17 One-dimensional optimization results.

<table>
<thead>
<tr>
<th>Air flow (X₁)</th>
<th>TIM material (X₂)</th>
<th>TIM thickness (X₃)</th>
<th>PCB material (X₄)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizer</td>
<td>50</td>
<td>1.22</td>
<td>1.96</td>
</tr>
<tr>
<td>Input domain</td>
<td>[1:50]</td>
<td>[1:1.4]</td>
<td>[0.16:0.24]</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>weak</td>
<td>strong</td>
<td>strong</td>
</tr>
</tbody>
</table>

5.4.2 Multi-Dimensional Optimization

Preliminary analysis focused on one dimensional optimization, as described in the previous section. The number of parameters can be expanded for more practical optimization scenarios. Thermal characteristics such as maximum temperature show more linear dependency with material parameters and dimensions. Figure 86 shows the optimization result with three parameters, heat transfer coefficient of air flow (X₁), TIM material (X₂), and TIM thickness (X₃), where Figure 86(a) shows the convergence towards
the optimum value and Figure 86(b) shows the temperature distribution before and after optimization.

![Temperature Distribution Diagram](image)

**Figure 86**  (a) Optimized parameters for lowering the maximum temperature and (b) optimized temperature [81].

In Bayesian optimization, appropriate selection of hyper-parameters can improve optimization performance. Covariance function which specifies the covariance between pairs of random variables is one of these hyper-parameters. For the optimization in this dissertation, we used the squared exponential for the covariance based on [85], as shown in Equation (21). However, a linear covariance function can also be explored which is faster because the computing cost reduces from $O(N^3)$ to $O(N)$. Therefore, optimization performance of the algorithms can vary with the selection of the covariance function.

The parameters used show mainly linear relationship with thermal performance (ex: maximum temperature). However, a combination of multiple target objects can lead to non-linear behavior. Multiple objectives, such as maximum temperature, temperature gradient, etc. can be combined using weights to define a target function, as shown in Equation (24).
where BO can be used to minimize such a cost function. Values of weights based on the relative importance of each objective.

\[
f(T_{MAX}, T_{GRAD}, \ldots) = \sum_{i=1}^{N} w_i \cdot y_i \tag{24}
\]

In equation (24), \( w_i \) and \( y_i \) are weighting coefficients and selected outputs, respectively.

In this dissertation, the target function is defined using the equation:

\[
f(T_{MAX}, T_{GRAD})
\]

\[
= w_{TMAX} \cdot y_{TMAX} + w_{TGRAD} \cdot y_{TGRAD}
\]

where \( w_{TMAX} \) and \( w_{TGRAD} \) are the weighting coefficients for maximum temperature and temperature gradient, respectively; \( y_{TMAX} \) and \( y_{TGRAD} \) are output values of maximum temperature and temperature gradient, respectively.

Two objectives, maximum temperature and temperature gradient, with air flow as the input parameter shows an optimal point in between the minimum and maximum values. According to Figure 87, faster the air flow speed, the lower is the maximum temperature (Figure 87 (a)), but larger is the temperature gradient (Figure 87 (b)). Combining these objectives can provide an optima in the design space as shown in Figure 87. In Figure 87, weights of \( w_{TMAX} = 0.34 \) and \( w_{TGRAD} = 4.5 \), were used to define the target function.
By combining the maximum temperature and temperature gradient using weights as in Equation (23), an optimum point can be determined. In the Bayesian optimization approach, target values can be provided. Some of the electrical-thermal performances are straight-forward from an optimization perspective. For example, better material properties must provide better performance. However, better material properties usually require more resources and higher cost from design and manufacturing perspective. Seeking the best of parameters generates optimal value at the extreme points, but optimization with target performance tends towards a global optima in the design space. Figure 88 illustrates non-linear behavior with two input variables, namely TIM material and thickness, maximum temperature as the target value.
To verify the efficiency of the optimization procedure, a case study was performed with various power maps shown in Chapter 2 with more number of input variables (N = 5) and iteration of 200. Figure 89 and Figure 90 show the results with power map II and power map III, respectively. The target values used for $T_{\text{MAX}}$ and $T_{\text{GRAD}}$ were 110°C and 10°C for power map II and 110°C and 8°C for power map III, respectively. Optimization results show convergence to the target value in Figure 89 and Figure 90. The temperature distribution before and after optimization are also shown in Figure 89 and Figure 90. Before optimization, power map II and power map III resulted in a clock skew of 51.8 ps and 39.2 ps, respectively. After optimization, power map II and power map III resulted in a clock skew of 44.2 ps and 33.0 ps, respectively. Optimization results are shown in Table 15.
Table 18  Optimization results with various power maps.

<table>
<thead>
<tr>
<th>Power map</th>
<th>T_{MAX} [°C]</th>
<th>T_{GRAD} [°C]</th>
<th>Skew [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After (%)</td>
<td>Before</td>
</tr>
<tr>
<td>I</td>
<td>127.4</td>
<td>115.3 (-9.5%)</td>
<td>27.4</td>
</tr>
<tr>
<td>II</td>
<td>120.6</td>
<td>110.1 (-8.7%)</td>
<td>12.7</td>
</tr>
<tr>
<td>III</td>
<td>118.8</td>
<td>109.9 (-7.5%)</td>
<td>10.0</td>
</tr>
</tbody>
</table>

To verify the efficiency of the optimization procedure, a case study was performed with various power maps shown in Chapter 2. Figure 89 and Figure 90 show the results with power map II and power map III, respectively. Because of different power maps, targets of the maximum temperature and temperature gradient are varied. Target values of $T_{MAX}$ and $T_{GRAD}$ used were 110°C and 12.5°C for power map II and 110°C and 9.5°C for power map III, respectively, where the weights used for maximum temperature and temperature gradient were 0.34 and 4.5, respectively. Optimization results show convergence to the optimal value and output performance close to the target. After optimization, power map II and power map III resulted in a clock skew of 52.8 ps and 35.8 ps, respectively.
Figure 89  Optimization with power map II; (a) Iterations shown as a function of 3 parameters only and (b) temperature distribution [81].

Figure 90  Optimization with power map III; (a) Iterations shown as a function of 3 parameters only and (b) temperature distribution [81].

To compare the optimization performance with existing methods and algorithms, the number of iterations and optimized values were compared. Figure 91 compares the optimization results, for temperature gradient and the resulting skew for power map I and five parameters, using Bayesian optimization (BO) and ‘pattern search’ algorithm
(available in MATLAB) after 100 iterations where BO produced temperature gradient and thermal skew of 24.5 °C and 96.2 ps vs 23.8 °C and 88.0 ps using global search algorithm, as illustrated optimization results by using an existing global optimization algorithms and Bayesian optimization with the same number of iterations.

![Comparison of convergence between BO and Pattern Search](image)

**Figure 91**  
Comparison of convergence between BO and Pattern Search [81].

### 5.5 Summary

This chapter presented machine-learning, namely use of Bayesian optimization (BO) algorithm, to optimize electrical-thermal performance of 3-D integrated circuits and systems. Optimization results showed that this approach is applicable for electrical-thermal simulations. We found that the method can be applied to system-level electrical-thermal simulations, (which often require long simulation time and a large number of simulation cases), is accurate and requires lower computational cost as compared to conventional
design optimization methods. This approach shows the capability of handling a large number of input parameters with fast convergence and flexibility. The optimization approach using machine learning methods can become useful when system complexity increases along with many parameters that need to be optimized simultaneously, especially for 3-D applications. Since many BO algorithms have been presented in the open literature, the efficiency of the optimization described in this dissertation can be increased further.
6.1 Summary and Conclusion

This dissertation discussed some challenges in 3-D system analysis and design. As discussed in Chapter 1, one challenge relates to electrical-thermal analysis that include interactions. Inclusion of these interactions for electrical-thermal modeling, thermal induced clock skew, and analysis of 3-D PDN were discussed in Chapter 2. In Chapter 3, mitigation methods for reducing thermal skew were proposed. The proposed methods include 1) adaptive bias, 2) controllable delay, and 3) variable strength that show design flexibility, efficient performance, and tolerable overhead. The proposed approaches including the thermal solver were verified using two test vehicles in Chapter 4. These test vehicles include extensive design, measurement, and correlation. Chapter 5 discussed application of machine learning methods for 3-D system optimization. Chapter 5 showed that the computational resources for electrical-thermal simulations can be reduced with ML-based methods, when control parameters need to be tuned.

The output of this dissertation lead to the following conclusions:

1. The electrical-thermal analysis which includes Joule Heating captured the temperature gradient and its impact on delay, PDN impedance, and power/ground noise. The results show that the temperature gradient in a 3-D system is critical because the temperature affects and degrades clock skew. In addition, a new delay modeling formula was developed. Power delivery network analysis showed that PDN impedance and noise are also affected by temperature, and therefore thermal-aware simulation and design are required.
2. To mitigate thermal effects in PDN design for a 3-D system, a design approach using optimization of on-chip decoupling capacitors is required. Thermal-aware PDN simulation, including a case study with 3-D memory for design that included temperature effects on decoupling was presented.

3. Mitigating thermally induced clock skew is important and to reduce thermal effects on delay three methods were proposed: 1) adaptive voltage, 2) controllable delay, and 3) variable strength. The proposed methods have the ability of active compensation and showed better performance, design flexibility, and efficiency with minimal overhead as compared to available methods.

4. Verification of the electrical-thermal solver and skew mitigation techniques are important. To verify the proposed concepts and simulation tools, two test vehicles were designed and fabricated. The fabricated board with FPGA and custom IC further confirmed the findings.

5. A method based on ML with Bayesian optimization using Gaussian process showed improved optimization results as compared to other techniques, when applied to 3-D systems.

6.2 Future Work

This dissertation covers electrical-thermal modeling, simulation, analysis, solution, verification, and optimization in the context of 3-D ICs and systems. Further work is necessary in the following area:

1. With regard to modeling, the solver calculated steady-state thermal and electrical characteristics, so time-transient analysis with various power and operating conditions
are necessary. Though such a solver has been developed [13], the results need to be validated.

2. Compensation methods proposed in this dissertation are shown at a conceptual level. Though verified, they need to be validated on full chip implementations to show practicality.

3. This dissertation has shown that optimization using machine-learning is useful for 3-D ICs. However, more work is necessary to optimize the method with appropriate acquisition functions and optimal setting of hyper-parameters.

6.3 Contributions

The objective of this dissertation was to develop a co-design method for design of 3-D ICs and systems. With these objectives, the contributions of this dissertation are as follows:

1. Electrical-thermal co-simulation method for 3-D integrated ICs and systems

A temperature-aware simulation flow for signal, power, and thermal integrity was developed. The presented method allows modeling and simulation for 3-D ICs and systems that tend to have higher thermal density and temperature gradients. In this dissertation, the electrical-thermal solver developed using the finite volume method [13] was extended to include temperature and Joule heating effects with various system parameter variations. In addition, the full set of electrical-thermal modeling for 3-D systems enables co-simulations for various applications.
2. Quantification and relationship of temperature gradient, thermal delay, clock skew, PDN impedance, and noise in 3-D integration

The proposed electrical-thermal analysis showed the amount of temperature gradient and impact on thermal delay, PDN impedance, and power/ground noise. The results show that temperature gradient in 3-D systems is crucial because the temperature affects and degrades clock skew. In addition, a new delay modeling formula was developed. Using analysis on a power delivery network, it was shown that PDN impedance and noise are also affected by temperature, so thermal-aware simulation and design are required.

3. PDN design approach for mitigating thermal effects

To mitigate thermal effects in PDN design for 3-D system, a design approach using optimization of on-chip decoupling capacitors in a die was presented. Thermal-aware simulation showed that PDN with increased resistance parasitics of ODCs need to be analyzed at operating frequency range. A case study using high-density 3-D memory showed practicality of the approach.

4. Delay compensation methods for mitigating thermal effects

Three methods to reduce thermal effects on delay were proposed. These methods are; 1) adaptive voltage, 2) controllable delay, and 3) variable strength. The proposed methods have comparable ability of active compensation and showed performance improvement as compared to previous methods. In addition, though these methods originated from existing approaches, they showed better performance, design flexibility, and efficiency with minimal overhead.
5. **Hardware correlation**

As a verification procedure, two types of test vehicles were designed and fabricated to validate the proposed method and thermal solver. The fabricated FPGA-based and custom IC-based test vehicles showed that compensation techniques developed word and provide good results. In addition, the thermal measurement results correlated well with thermal simulation.

6. **Optimization of 3-D system using machine-learning**

Design optimization using a new approach, machine-learning, was presented to more effectively perform system optimization for 3-D systems. The proposed approach using Bayesian optimization with Gaussian process, showed better optimization performance and efficiency compared to other existing techniques. The analysis showed that the approach is applicable for the optimization of electrical-thermal performances arising in 3-D integrated systems.

6.4 **Publications**

The following journal and conference papers have been submitted, accepted, and published with this dissertation research.

6.4.1 **Journals**

- **S. J. Park**, N. Natu, M. Swaminathan, “Analysis, design, and prototyping of temperature resilient clock distribution network for 3-D ICs,” *IEEE Trans. on*
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