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Abstract—For the successful electrical design of system-in-package, this paper proposes an efficient method for extracting wideband resistance and inductance from a large number of 3-D interconnections. The proposed method uses the modal equivalent network from the electric field integral equation with cylindrical conduction-mode basis function, which reduces the matrix size for large 3-D interconnection problems. Additional enhancement schemes proposed further reduce the cost for computing the partial inductances. Therefore, the method discussed in this paper can be used to construct accurate models of a large number of 3-D interconnection structures such as more than 100 bonding wires used for stacking chips.

Index Terms—Bonding wires, cylindrical conduction-mode basis function (CMBF), electric field integral equation (EFIE), partial element equivalent circuit (PEEC) method, proximity effect (PE), skin effect (SE), system-in-package (SIP), through-hole via (THV) interconnections.

I. INTRODUCTION

A popular choice for realizing miniaturized multimedia system in today’s microelectronics is integrating various submodules in a single package. Compared to traditional multichip modules, modern package-based system achieves higher density of integration with the employment of stacked integrated-circuit (IC) technology, which is called 3-D integration or system-in-package (SIP). With the additional benefits of simple design and efficient IC processing [1], SIP is gaining popularity among package manufacturers since it offers better electrical performance through shorter interconnect lengths at lower cost. However, the commercialization of SIP is facing difficulty in achieving the desired electrical performance, which is due to the unexpected coupling and loss from complicated 3-D interconnections such as bonding wires (Fig. 1) and via interconnections [2]. Thus, efficient electrical modeling of 3-D interconnections is becoming a critical issue in SIP interconnection design.
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Fig. 1. Example of 3-D bonding wire integration (photograph courtesy of Amkor Technology, Inc.).

A major difficulty in modeling 3-D interconnections comes from the need to obtain the entire coupling model of a large number of 3-D interconnections. In a typical SIP that is composed of several stacked ICs, the number of bonding wires or through-hole via (THV) interconnections is close to a thousand [3], causing coupling between interconnections due to crisscrossing of the wires. Furthermore, the coupling model should include frequency-dependent losses caused by skin and proximity effects (SE and PE, respectively), which are particularly significant in high-frequency applications that require matched interconnection impedance. Therefore, for accurate electrical design of SIP covering wide frequency range for radio-frequency, analog, and digital applications, a frequency-dependent coupling model of several interconnections is required.

For characterizing large 3-D interconnections, current modeling methods have limits in their applicability. For example, measurement-based methods are complicated due to the complexity of probing the 3-D structures [4]. Other available modeling approaches utilize analytical expressions of either partial inductances [5], [6] or segmented transmission lines [7] to extract the coupling model with low computational cost, but these simplified approaches do not capture high-frequency losses. Accurate high-frequency models are provided by numerical methods such as full-wave electromagnetic methods [8]–[10] or quasi-static parasitic extractor like FastHenry [11]. However, the use of these approaches is limited to solving...
mostly one or two interconnections because of their increased cost for solving large-size problems.

In order to address the current issues in modeling large 3-D interconnections, this paper proposes an efficient modeling method that extracts the equivalent network from the formulation of volume electric field integral equation (EFIE). The proposed method is based on the same framework as partial element equivalent circuit (PEEC) method [12], but it is different in the use of global conduction-mode basis function (CMBF). The original work [13] used the CMBF to improve efficiency for modeling planar interconnections. However, it was not suitable for cylindrical geometry modeling, which is necessary for characterizing cylindrical conductors arising in 3-D integration. Therefore, this paper utilizes another type of basis function called cylindrical CMBF.

The structure of this paper is organized as follows. Section II introduces the CMBF with its classification and discusses formulation of EFIE combined with the basis functions. The formulation procedure also includes the computation of partial resistances and inductances and the construction of equivalent circuits. Section III discusses implementation of the proposed method with two schemes to achieve the capability required for a large number of 3-D interconnections. Section IV shows several application examples that validate the accuracy and efficiency of the proposed method, followed by the conclusion in Section V.

II. FORMULATION OF EFIE WITH CYLINDRICAL CMBFs

This section introduces the cylindrical CMBF with its classification and applies the basis functions to the construction of equivalent circuit equation. Several techniques for computing partial resistances and inductances are discussed as well.

A. Cylindrical CMBF

The main feature of the CMBF is that it globally describes the current density distribution in the cross section of a conductor. Using this global nature of the CMBF reduces the required number of basis functions, which can be large when using localized constant basis functions [12]. Clearly, the smaller number of bases has a merit for reducing the size of partial impedance matrix, as discussed in the use of the CMBF for rectangular geometries [13].

The cylindrical CMBFs are constructed from the following current density diffusion equation [14]:

\[ \nabla \times \nabla \times \vec{J} + \alpha^2 \vec{J} = 0 \]  

(1)

where \( \vec{J} \) is the current density (in amperes per square meter), \( \alpha^2 = -j\omega\mu\sigma = -\left( (1 + j)/\delta \right)^2 \), \( \omega = 2\pi f \) is the angular frequency (in radians per second), \( \mu = 4\pi \times 10^{-7} \) is the free-space permeability (in henries per meter), \( \sigma \) is the conductivity (in siemens per meter), and \( \delta = 1/\sqrt{\pi f \mu \sigma} \) is the skin depth (in meters). One assumption of deriving (1) from Maxwell’s equation is that the medium is a good conductor (\( \sigma \gg \omega \epsilon \)). The other assumption about the current density is that it flows in the axial direction without any longitudinal variation. These assumptions are valid for thin conductors used in practice. By inserting \( \vec{J} = J_z(\rho, \varphi)\hat{z} \), (1) is simplified to the following equation in cylindrical coordinates:

\[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left[ \rho \frac{\partial J_z}{\partial \rho} \right] + \frac{1}{\rho^2} \frac{\partial^2 J_z}{\partial \varphi^2} + \alpha^2 J_z = 0. \]  

(2)

By using the separation of variables, i.e., \( J_z(\rho, \varphi) = R(\rho)\Phi(\varphi) \), (2) is separated into the following two ordinary differential equations:

\[ \rho^2 R''(\rho) + \rho R'(\rho) + (\alpha^2 \rho^2 - \nu^2) R(\rho) = 0 \]  

(3)

\[ \Phi''(\varphi) + \nu^2 \Phi(\varphi) = 0. \]  

(4)

Since the current density distribution should be continuous over the conductor cross section, the solutions of (4) are periodic (harmonic) functions, and \( \nu \) should be an integer \( n \). Substituting \( \nu^2 \) by \( n^2 \) converts (3) into the Bessel differential equation of the order \( n \). Therefore, the basis functions, which are the solutions of the diffusion equation, have the following form [15]:

\[ \cos \left( n(\varphi - \varphi_0) \right) J_n(\alpha \rho), \quad n = 0, 1, 2, \ldots \]  

(5)

where \( J_n(\alpha \rho) \) is the \( n \)th-order Bessel function or Kelvin function [16], whose asymptotic behavior is the exponential function of \( \rho \). For the use of (5) as basis functions, a proper classification of the order \( n \) and the orientation \( \varphi_0 \) is necessary.

Physical behaviors of the bases with different orders classify the cylindrical CMBFs into SE and PE modes. The SE-mode basis is the fundamental order \( (n = 0) \) function, which shows the same behavior as that of the SE current distribution in a circular cross section. The PE modes are the remaining higher order \( (n > 0) \) basis functions, which have sinusoidal behaviors in their angular variations. The collection of the harmonic angular functions in PE modes enables the description of current crowding caused by PEs. Considering that Fourier series expansion can express any periodic function of \( \varphi \), we classify two orthogonal basis functions for each order of the PE modes. In summary, the cylindrical CMBFs are classified to the following groups for the \( i \)th conductor in the global coordinates.

SE mode \( (n = 0) \):

\[ \vec{w}_{i0} = \left\{ \begin{array}{ll} \frac{\hat{z}}{A_{i0}} J_0(\alpha(\vec{r} - \vec{r}_i) \cdot \hat{\rho}_i), & \vec{r} \in V_i, \\
0, & \text{elsewhere.} \end{array} \right. \]  

(6)

PE direct (PE-\( d \)) mode \( (n > 0) \):

\[ \vec{w}_{ind} = \left\{ \begin{array}{ll} \frac{\hat{z}}{A_{in}} J_n(\alpha(\vec{r} - \vec{r}_i) \cdot \hat{\rho}_i) \cos(n\varphi_i), & \vec{r} \in V_i, \\
0, & \text{elsewhere.} \end{array} \right. \]  

(7)

PE quadrature (PE-\( q \)) mode \( (n > 0) \):

\[ \vec{w}_{inq} = \left\{ \begin{array}{ll} \frac{\hat{z}}{A_{in}} J_n(\alpha(\vec{r} - \vec{r}_i) \cdot \hat{\rho}_i) \sin(n\varphi_i), & \vec{r} \in V_i, \\
0, & \text{elsewhere.} \end{array} \right. \]  

(8)
cross section equals unity. If \( n = 0 \), the effective area can be found as follows:

\[
A_{i0} = \frac{2\pi \rho_i}{\alpha} J_1(\alpha \rho_i). \tag{9}
\]

However, the integrations of the higher order basis functions \( (n \geq 1) \) should be zero due to the harmonic component in the \( \varphi \)-direction. Thus, the normalization is redefined as follows:

\[
\int_{S_{in}} \vec{w}_{in} \cdot d\vec{S} = \frac{1}{2n} \tag{10}
\]

where \( S_{in} \) is a part of the cross section occupied by a half-period of the harmonic function. By inserting (7) or (8)

\[
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where

\[
R_{imdq, jnq} = \frac{1}{\sigma} \int_{V_i} \bar{w}^*_{imd}(\bar{r}, \omega) \cdot \bar{w}_{jnq}(\bar{r}, \omega) dV_i
\]

\[
L_{imdq, jnq} = \frac{\mu}{4\pi} \int_{V_i} \int_{V_j} \bar{w}^*_{imd}(\bar{r}, \omega) \cdot \bar{w}_{jnq}(\bar{r}', \omega) \frac{1}{|\bar{r} - \bar{r}'|} dV_i dV_j
\]

\[
V_{imd} = - \int_{\Gamma_i} \Phi_j(\bar{r}) \bar{w}^*_{imd}(\bar{r}, \omega) \cdot d\bar{S}_i.
\]

After applying the same inner products with other basis functions in the ith conductor, we can combine all voltage equations into the following submatrix equation that represents the interactions between all modes in two conductors i and j:

\[
(R_{ij} + j\omega L_{ij}) I_j = V_j^i \tag{16}
\]

where

\[
R_{ij} = \begin{pmatrix}
R_{i0,j0} & R_{i0,j1d} & \cdots & R_{i0,jNq} \\
R_{i1d,j0} & R_{i1d,j1d} & \cdots & R_{i1d,jNq} \\
& \ddots & \cdots & \ddots \\
R_{iMq,j0} & R_{iMq,j1d} & \cdots & R_{iMq,jNq}
\end{pmatrix}
\]

\[
L_{ij} = \begin{pmatrix}
L_{i0,j0} & L_{i0,j1d} & \cdots & L_{i0,jNq} \\
L_{i1d,j0} & L_{i1d,j1d} & \cdots & L_{i1d,jNq} \\
& \ddots & \cdots & \ddots \\
L_{iMq,j0} & L_{iMq,j1d} & \cdots & L_{iMq,jNq}
\end{pmatrix}
\]

\[
I_j = (I_{j0} I_{j1d} \cdots I_{jNq})^T
\]

\[
V_j^i = (V_{i0} V_{i1d} \cdots V_{iMq})^T.
\]

Finally, all the submatrix equations between conductor segments congregate to form the global impedance matrix equation that contains loss and inductive coupling in the entire conductor system. The size of the global impedance matrix is approximately \((N_c N_m) \times (N_c N_m)\), where \(N_c\) and \(N_m\) are the number of conductor segments and the required number of modes for a conductor, respectively. \(N_m\) is one when only the SE mode is used and is more than one when additional PE modes are used. Since, practically, the sufficient number of PE-mode basis pairs is two or three for the accurate description of current crowding, the required memory of the proposed method is considerably reduced compared to that of the classical PE method. Controlling the number of PE bases, to be discussed in Section III, further reduces the computational cost.

2) Partial Impedances: The calculations of partial resistances and inductances in (15), which are involved with sixfold integrals of frequency-dependent integrands, may be computationally expensive. In order to reduce calculation time, this section discusses analytical expressions and other numerical integration techniques.

For the partial resistances, indefinite integrals are easily found, and the mutual resistances vanish because of the local and orthogonal properties of the cylindrical CMBFs. Therefore, the global matrix of partial resistances becomes diagonal (see (17), shown at the bottom of the page). The partial resistance from the SE mode is actually identical to the analytic internal resistance formula of a cylinder [19].

In contrast to the partial resistances, fully closed form expressions of the partial inductances are not found, so a complicated numerical multiple integral is inevitable. However, analytic integrations over three variables reduce the original sixfold integral to the following triple integral:

\[
L_{imd, inq} = \frac{\mu}{8\pi} \int_0^{\rho_i} \int_0^{\rho_i} \int_0^{2\pi} \rho' J_m(\rho' \alpha \rho) J_n(\alpha \rho') \frac{d\rho' d\varphi \rho}{A_{im} A_{in}} I_{\varphi_{\Delta}} I_z d\varphi \Delta d\rho' d\rho
\]

where \(I_{\varphi_{\Delta}}(\varphi_{\Delta})\), \(I_z(D, l_i)\), and \(D^2(\rho, \rho', \varphi_{\Delta})\) are described in the equations found at the bottom of the page. \(D^2(\rho, \rho', \varphi_{\Delta})\)
coordinates, which are actually related to the cylindrical CMBFs. With the calculated distance, we can obtain indefinite integrals for axial variables \((z_i, z_j)\), as discussed in Appendix A. This analytical expression is more generalized than that of the two thin conductor filaments [22] since it contains local coordinate variables that represent the inside of the two conductor segments.

To reduce the total frequency sweep time, the frequency-independent integrals \((I_{z,\varphi}')s\) over \((\varphi_i, \varphi_j)\) can be computed before a sweep simulation. The precomputed frequency-independent \((I_{z,\varphi}')s\) is multiplied by the frequency-dependent integrands during the numerical integration over \((\rho_i, \rho_j)\). One issue of this approach is that storing the values of \((I_{z,\varphi}')s\) for every point of \((\rho_i, \rho_j)\) requires a large amount of memory. Fortunately, we can reduce the memory requirement by using the property that \((I_{z,\varphi})\) is a “smooth” bivariate function. That is, the variations in the frequency-independent part of the integrand are smaller than those in the frequency-dependent Kelvin functions. Therefore, after computing integration values for only a small number of data points, the following simple interpolation formula can be used:

\[
I_{z,\varphi}(\rho_i, \rho_j) \simeq (1-s)(1-t)I_{p,q} + s(1-t)I_{p,q+1} \\
+ (1-s)tI_{p+1,q} + stI_{p+1,q+1}
\]  

where \(0 \leq s \leq 1\) and \(0 \leq t \leq 1\) are interpolation parameters and \(I_{p,q}\)’s are sampled points near \((\rho_i, \rho_j)\). Each \(I_{p,q}\) is obtained by a double numerical integral over \((\varphi_i, \varphi_j)\) based on the adaptive Simpson quadrature rule. The total number of sampled points is determined adaptively according to the relative variation of Green’s function.

For integrals over the remaining two variables \((\rho_i \text{ and } \rho_j)\), the double integral using adaptive Lobatto quadrature [21] was used.

3) Equivalent Circuit: In addition to the calculated partial resistances and inductances, the following modal voltage difference should be considered to generate the global impedance matrix equation and the corresponding equivalent circuit:

\[
V_{imd} = \sum_j V_{j,imd}
\]

where \(V_{j,imd}\)’s are modal voltages induced by the \(j\)th current density in (15). Since the integral over the lateral surface of a cylinder is zero, we can simplify \(V_{imd}\) to the integral over the inlet and the outlet planes (\(S_i^+\) and \(S_i^-\), respectively) as follows:

\[
V_{imd} = -\int_{S_i^+} \Phi(r_i^+u_{imd}^+(r_i^+, \omega)) \cdot dS_i^+ \\
- \int_{S_i^-} \Phi(r_i^-u_{imd}^-(r_i^-, \omega)) \cdot dS_i^-
\]

where the potentials \(\Phi(r_i^+)\) and \(\Phi(r_i^-)\) are assumed to be constant over the cross sections.

When the SE-mode basis is involved, the integrals of \(u_{imd}^\pm\) in (23) are unities since the basis functions are normalized, as
discussed in Section II. Thus, the modal potential difference becomes the actual voltage difference between the two nodes. In the case where the PE-mode bases are involved, the modal potential difference becomes zero since the integrals of the harmonic functions in the higher order bases vanish. In summary, the global impedance matrix equation is expressed as follows:

$$\begin{pmatrix} Z_{ss} & Z_{sp} \\ Z_{ps} & Z_{pp} \end{pmatrix} \begin{pmatrix} I_s \\ I_p \end{pmatrix} = \begin{pmatrix} \Delta V_i \\ 0 \end{pmatrix}$$  \quad (24)$$

where $Z_{ss}$, $Z_{sp}$, $Z_{ps}$, and $Z_{pp}$ are partial impedances grouped by SE and PE modes; $I_s$ and $I_p$ are SE and PE currents, respectively; and $\Delta V_i$ is the voltage difference across a conductor segment.

In the viewpoint of circuit topology, the equivalent circuit generated from the PE-mode basis function forms a closed loop like a shielded conductor, which is inductively coupled with the other circuits. In an example of the equivalent circuit of two conductor segments [Fig. 5(a)], two branches are generated from the SE-mode partial components, and eight loops come from four orthogonal pairs of two PE modes. The number of PE-mode loops varies according to the strength of PE.

Extending the two-conductor model, Fig. 5(b) shows a general equivalent network of coupled 3-D bonding wires. The wires are approximated to the connections of several straight conductors, and the physically connected nodes are identical to the circuit nodes of the SE branches. During the approximation of the bonding wires with the conductor segment model, the number of segments is controlled so that the approximate model captures the original curvature of bonding wires accurately. Since the proposed method assumes that current flows in the axial direction only, current distribution may be inaccurate, particularly at any sharp edge connecting adjoining conductor segments.

### III. EFFICIENCY ENHANCEMENTS AND IMPLEMENTATION

The proposed method discussed throughout the previous section has the benefit of the equivalent network’s system matrix (24) being much smaller than the matrix of the classical PEEC method. However, the calculation of the partial impedances (15) for each frequency step is more complicated than the classical PEEC method. Therefore, for the modeling of real 3-D interconnections in SIP, the further reduction of computational cost is necessary.

#### A. Controlling the Number of PE-Mode Basis Functions

One of the ideas for reducing computational cost is to use the number of higher order (PE-mode) bases differently for each neighboring conductor [23]. We can assign reduced number of higher order bases to each conductor, because calculations related to the higher order basis functions are not necessary when the distance between two conductors is sufficiently large or when the coupling coefficient is small enough. This can be explained more clearly with an example [see Fig. 6(a)]. Here, we select an arbitrary conductor (e.g., conductor $i$) and group its neighboring conductors according to their different coupling levels to the conductor $i$. For the group of conductors that are within the close proximity to the conductor $i$, such as conductor $j$ in Fig. 6(a), the computation of PE-mode interactions is required up to the second order. However, for those that are more distant from conductor $i$, such as conductor $k$, only the computation of the first-order PE-mode interaction is required.

Then, when generating the matrices involving PE-mode bases, only partial mutual inductances between the required PE modes are computed and filled, and other elements are set to zero, as shown in Fig. 6(b). Therefore, besides reducing time to compute modal mutual inductances, we can save memory for storing nonzero elements because such grouping enables the higher order submatrices ($Z_{sp}$, $Z_{ps}$, and $Z_{pp}$) of the partial impedance matrix to become sparse.
In the actual calculation of the required number of PE-mode basis functions in each group, we need to consider two determining key parameters. One is the initial coupling coefficient obtained with SE-mode bases only, and the other is the aspect ratio of the diameter to length of a cylinder. These parameters have the following important characteristics. The higher the initial coupling coefficient and the larger the aspect ratio are, the more higher order PE-mode basis functions are required. We can show these characteristics by drawing the boundaries of required number of basis functions under a defined error bound (10^{-3}, for example) in Fig. 7, which are obtained by computing relative errors in resultant coupling coefficients for various aspect ratios and initial coupling coefficients.

Fig. 7. Relative error boundaries that define the required cylindrical CMBFs at 10 GHz (from copper two-parallel-conductor experiments).

B. MFM

In addition to the PE-mode order reduction, we can use simplified approximate integrals for reducing the computational cost to generate $Z_{ss}$. Since the approximations are frequency independent, the number of $Z_{ss}$ elements to be calculated is reduced during frequency sweep. Therefore, the computational effort of generating the dense matrix becomes that of generating a banded matrix.

When the two conductors are sufficiently separated (Fig. 6), the variations of current density in conductors are negligible. Thus, the following thin-filament approximation can be used instead:

$$L_{i,j} = \frac{\mu}{4\pi} \int_{z_i}^{z_j} \int G(r_i', r_j') dz_j dz_i. \quad (25)$$

The integrand in the aforementioned double integral does not contain frequency-dependent CMBFs and can be calculated in analytic way for any orientation of two straight conductor segments [22]. The accuracy of the thin-filament approximation is ensured when the distance between conductors is sufficiently large. The numerical experiments of two parallel cylinders with various dimensions show that the relative error of the thin-filament approximation from the exact integral depends on the aspect ratio of diameter to length of a cylinder, as in the case of the PE-mode order reduction. Fig. 8 shows the boundary where the thin-filament approximation is available for maintaining the relative error that is less than 10^{-3}. The threshold pitch of using the frequency-independent approximations is usually higher than that of the controlling higher order bases.

For a conductor system occupying a very large dimension, the following center-to-center approximation [24] is also
where \( l_i \), \( l_j \), and \( R_{ij} \) are the lengths of the \( i \)th and the \( j \)th conductor, and the distance between the centers of the two conductors, respectively. From a similar numerical experiment, the relative pitch (w.r.t. length) where the center-to-center approximation is available is about 9.12, regardless of the cylinder lengths.

C. Implementation of Modeling Tool

Based on the discussed impedance calculation and efficiency enhancement schemes, we developed an inductance extraction tool called Interconnection Parasitic Extractor for 3-D integration (IPEX3D). The flowchart in Fig. 9 shows how the procedures of controlling PE-mode bases and multifunction method (MFM) are combined with the basic impedance computation routine.

In the beginning of the flowchart, the availability of using MFM is tested for every pair of conductors. If the distance between the conductors is larger than a defined threshold distance, the thin-filament approximate integral can be computed for frequency-independent mutual inductance. If the distance is not large enough for the approximation, the sampled values of the frequency-independent integral \( I_{z,\phi} \) are computed before the frequency sweep simulation.

During the frequency sweep, impedances from SE modes (\( Z_{ss} \)) are computed first. The initial coupling coefficients found from \( Z_{ss} \) determine the required number of PE-mode basis functions by using the diagram in Fig. 7. The total number of PE-mode bases determines the sizes of \( Z_{pp} \) and \( Z_{sp} \), whose values are computed at the latter part of the frequency sweep. Finally, conductor and wire impedances \( Z_c \) and \( Z_w \) are found from the matrix equation (24).

IV. VALIDATION

In this section, the accuracy of the proposed method is validated from the comparison with existing simulation tools. Additionally, the efficiency of the proposed method is demonstrated with its applications to large interconnection structures. All simulations were performed using Intel Xeon 3-GHz CPU with 3.25-GB RAM.

A. Accuracy Validation With Three Cylindrical Conductors

This section demonstrates simple three-conductor problems for evaluating the accuracy of the proposed approach. The test structure is shown in Fig. 10, where two conductors (1 and 2) are connected at the far end, with the other conductor being grounded. Since the accuracy of the proposed method should be examined for arbitrary orientations of conductor segments, we applied variations in rolling angle \( (\theta_R) \), yawing angle \( (\theta_Y) \), and parallel shift \( (L_s) \) of conductor 1.

Loop resistances and inductances from these various situations are compared with the results from FastHenry [11], which is an inductance extracting tool based on the PEEC method combined with the fast multipole method. Since FastHenry uses brick-type filaments for modeling interconnection geometry, we constructed an approximate cylinder model with the brick elements, as shown in Fig. 11. For all the simulation cases, a logarithmic frequency sweep from \( 10^4 \) to \( 10^{10} \) Hz was used, and the total number of frequency points is 31. Fig. 12 shows that the loop resistances and inductances obtained from the proposed method and FastHenry are well matched for all geometric variations. In Table I showing the relative accuracy between the conductors is larger than a defined threshold distance, the thin-filament approximate integral can be computed for frequency-independent mutual inductance. If the distance is not large enough for the approximation, the sampled values of the frequency-independent integral \( I_{z,\phi} \) are computed before the frequency sweep simulation.

Fig. 10. Geometry of three parallel cylindrical copper conductors (three parallel aligned cylinders).
Fig. 11. Discretized approximate model of cylindrical conductors in FastHenry. The number of bricks per cross section is 378.

Fig. 12. Loop resistances and inductances of cylindrical conductors with geometric variations of conductor 1 (circles: FastHenry; lines: IPEX3D). (a) Loop inductances with increasing \( \theta_Y \). (b) Loop inductances with increasing \( \theta_R \). (c) Loop inductances with increasing \( L_s \).

TABLE I

<table>
<thead>
<tr>
<th>( \theta_R ) (deg.)</th>
<th>( \theta_Y ) (deg.)</th>
<th>( L_s ) (mm)</th>
<th>Total simulation time (sec)</th>
<th>Maximum relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>0.1</td>
<td>FastHenry: 29065.0, IPEX3D: 860.9</td>
<td>loop R: 3.01, loop L: 0.92</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.3</td>
<td>FastHenry: 30213.5, IPEX3D: 1009.14</td>
<td>loop R: 6.38, loop L: 1.7</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.5</td>
<td>FastHenry: 22023.1, IPEX3D: 944.79</td>
<td>loop R: 5.64, loop L: 1.46</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.7</td>
<td>FastHenry: 17633.1, IPEX3D: 710.57</td>
<td>loop R: 4.81, loop L: 1.17</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.9</td>
<td>FastHenry: 15571.6, IPEX3D: 601.47</td>
<td>loop R: 4.14, loop L: 0.94</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.1</td>
<td>FastHenry: 9240.05, IPEX3D: 725.88</td>
<td>loop R: 5.68, loop L: 0.28</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.3</td>
<td>FastHenry: 5225.37, IPEX3D: 608.65</td>
<td>loop R: 4.83, loop L: 0.15</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.5</td>
<td>FastHenry: 10444.6, IPEX3D: 604.6</td>
<td>loop R: 5.0, loop L: 0.15</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.7</td>
<td>FastHenry: 9488.7, IPEX3D: 609.0</td>
<td>loop R: 5.15, loop L: 0.22</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td>3.58401</td>
<td>FastHenry: 878.22, IPEX3D: 725.88</td>
<td>loop R: 5.23, loop L: 2.19</td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>27670.5</td>
<td>FastHenry: 510.22, IPEX3D: 604.6</td>
<td>loop R: 7.59, loop L: 2.87</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>25928.3</td>
<td>FastHenry: 616.84, IPEX3D: 604.6</td>
<td>loop R: 11.37, loop L: 2.88</td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td>9134.4</td>
<td>FastHenry: 509.40, IPEX3D: 609.0</td>
<td>loop R: 1.76, loop L: 0.19</td>
</tr>
</tbody>
</table>

of IPEX3D data (compared to FastHenry), the high-frequency error for loop resistances in the case of the shifted conductor is significant. It is because the conductor model used in IPEX3D does not accurately capture PE, which is concentrated in the overlapping regions of adjacent conductors. This error can be removed by increasing the number of segments along the axial direction (local Z-directions in Fig. 4).

As shown in Table I, IPEX3D requires much less simulation time than FastHenry mainly because the number of basis functions is considerably small. The large simulation times of FastHenry are due to the approximate discretization of the circular cross section, which may not be suitable for the optimal matrix computation, particularly at high frequencies. The number of required bases in IPEX3D varies with coupling levels for different conductor orientations. In this example, up to seven basis functions (one SE mode and six PE modes) were required. The simulation time also depends on the geometric configuration, but the effect is small because the integrations involving conductor orientations are not related to frequency.

B. Scalability Analysis With THV Array

This section shows the required speed and memory for the modeling of the THV array in Fig. 13 with increasing number of interconnections for two different pitches (30 and 50 \( \mu \text{m} \)). The THV array is a good configuration to perform the scalability analysis of the proposed method since it suffers from strong inductive couplings caused by the small pitch sizes. In addition, the electrical parameters of the THV array are useful for predicting the characteristics of emerging interconnection structures such as through-silicon-via and ball-grid-array (BGA) interconnections.

Before performing the scalability analysis, the resistances and inductances of a simple \( 3 \times 3 \) THV array with a pitch of 30 \( \mu \text{m} \) were validated with FastHenry. Fig. 14 shows all the inductance and resistance values, and Table II compares the performance of the two simulators. As in the case of the previous section, the number of basis functions in IPEX3D is much smaller than that in FastHenry, so the simulation time of IPEX3D is reduced considerably. The possible sources of error (based on matrix norm) of IPEX3D relative to FastHenry,
which is less than 6.5%, as shown in Table III, come from the discretization of circular cross section in FastHenry. Table IV shows the required time for numerical integrations. The integration of self-inductances needs more effort than that of mutual inductances, but the total time for computing all the mutual elements takes more time. For both self-inductance and mutual inductance, integration time increases with frequency.

Since the dominant factor that determines the simulation speed of the proposed method is the time for generating the system matrix, the scalability analysis is focused on the measured values of the number of nonzero elements, as shown in Fig. 15(a) for two different pitches. Although the submatrix \( Z_{ss} \) should be dense, controlling the number of PE-mode basis functions reduces the number of nonzeros in \( Z_{pp} \) and \( Z_{sp} \). The number of nonzero elements directly influences the time for generating the system matrix in Fig. 15(b), which indicates that the computation time of the proposed method is between \( O(N^{1.6}) \) and \( O(N^{1.8}) \), where \( N \) is the number of conductors.

The overall computational cost is actually a function of the strength of inductive coupling. Compared to the case of 30-\( \mu \)m pitch, the increased pitch (50 \( \mu \)m) requires much less simulation time. Although today’s design trend is to reduce the pitch size among interconnections, the pitch of 50 \( \mu \)m between conductors with the interconnect diameter of 25 \( \mu \)m is sufficiently small in current technology.

Fig. 16 shows the current density distribution of 20 \( \times \) 20 THV array with an “E”-shaped differential excitation. As frequency increases from \( 10^7 \) to \( 10^9 \) Hz, SE and PE become dominant, resulting in current crowding along the boundary of the differently excited conductors. Fig. 17 shows the resistances and inductances of 19 diagonal conductors, with an edge conductor being grounded. Different PEs and ground effects make a large variety of high-frequency resistances and inductances.

### C. Large 3-D Bonding Wire Interconnection

In this section, the parasitic elements of close-to-real bonding wires on three stacked ICs are extracted. The bonding wire structure in Fig. 18 is obtained approximately from the model of
TABLE IV
NUMERICAL INTEGRATION TIME OF IPEX3D (IN SECONDS PER ELEMENT)
FOR 3 × 3 THV ARRAY PROBLEM

<table>
<thead>
<tr>
<th></th>
<th>Self inductance</th>
<th>Mutual inductance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-computation</td>
<td>N/A</td>
<td>0.296</td>
</tr>
<tr>
<td>Frequency sweep (avg.)</td>
<td>0.806</td>
<td>0.131</td>
</tr>
<tr>
<td>Frequency sweep (max.)</td>
<td>1.422 (10 GHz)</td>
<td>0.406 (4.6 GHz)</td>
</tr>
</tbody>
</table>

Fig. 15. Scalability analysis of the proposed method with THV array model. The number of frequency points is 30. (a) Number of nonzero elements (left: pitch of 30 μm; right: pitch of 50 μm). (b) Total relative simulation time.

For validation, the inductance and resistance values of six bonding wire structures in Fig. 19(a) were extracted, and the S-parameters from the R−L equivalent circuit model were compared with the values from CST Microwave Studio (MWS), a commercial full-wave EM simulator [27]. In the simulation setup, six ports were defined, as shown in Fig. 19(a), which utilizes each wire as a signal or a ground wire. Simulation results in Fig. 19(b) and (c) indicate good correlation, except at high frequencies. This high-frequency error can be attributed to the quasi-static assumption used in IPEX3D, which does not include capacitive coupling. Since bonding wires are dominated by inductive coupling, the absence of capacitive coupling is expected to have a small effect on typical structure. The other source of error is the approximation of conductor segments.

As discussed in Section II-B-3, the 1-D current assumption in IPEX3D may be inaccurate, particularly at the sharp edges of adjoining conductor segments. For example, the sharp edge
shown in class 3 wire of Fig. 18 will generate some high-frequency error. The two combined error effects translate to a maximum error of 15.1% for $|S_{3,3}|$ in Fig. 19(c), but this maximum error is acceptable because it occurs at small return loss values.

The final example consists of 102 bonding wires, as shown in Fig. 20(a), where 34 wires are mounted for each stack. Fig. 20(b) and (c) shows the resistances and self-inductances of all bonding wires at 10 GHz, with one conductor of class 2 being grounded. The grounded conductor influences on adjacent wires, as well as the upper and lower wires, so the resultant high-frequency resistances and inductances become different. Fig. 20 also shows small variations of wire impedances in the edge of the structure, whose PEs are smaller than those in the middle of the structure. Capturing these parasitic variations at...
high frequencies is useful for an efficient design of high-density 3-D interconnections for wideband applications.

V. CONCLUSION

This paper presented an efficient method to extract frequency-dependent resistance and inductance from a large number of interconnections that are used in today’s 3-D packaging. Unlike currently available methods, the proposed method improves the efficiency by using cylindrical CMBFs, whose global property reduces the size of the system matrix. In addition, the orthogonal property of the cylindrical CMBFs enables automatic capture of current crowding caused by SE and PE. This paper discussed the application of such cylindrical CMBFs to EFIE and provided details for computing partial resistances and inductances. Furthermore, we introduced two enhancement schemes accelerating the computation of mutual inductances, so that the speed to fill the system matrices is improved to $O(N^{1.8})$, where $N$ is the number of conductors. Finally, we developed modeling tools based on the proposed method demonstrated good accuracy and capability for solving large 3-D interconnection structures. Therefore, the proposed method can be a potential solution to the industrial need for wideband electrical modeling of practical high-density interconnections arising in SIP or 3-D integration.

APPENDIX A

INDEFINITE INTEGRAL FOR AXIAL VARIABLES IN MUTUAL INDUCTANCE FORMULA

With the variables that are defined in Fig. 4, the distance between two points is formulated as follows:

$$R_{12} = |\vec{R}_2 - \vec{R}_1| = \sqrt{z_1^2 + 2bz_1z_2 + z_2^2 + 2dz_1 + 2fz_2 + g}$$

(27)

where

$$b = -\sin \beta_1 \sin \beta_2 \cos(\alpha_2 - \alpha_1) - \cos \beta_1 \cos \beta_2$$
$$d = \rho_{2x} [\sin \beta_1 \sin(\alpha_2 - \alpha_1)]$$
$$f = \rho_{1x} [\sin \beta_1 \sin \beta_2 \cos(\alpha_2 - \alpha_1) - \sin \beta_1 \cos \beta_2]$$
$$g = D_1^2 + \rho_2^2 + \rho_2^2 + 2 \times [-\rho_1 \rho_2 \cos(\alpha_2 - \alpha_1) - \rho_1 y \rho_2 y]$$
$$\times [\cos \beta_1 \cos \beta_2 \cos(\alpha_2 - \alpha_1) + \sin \beta_1 \sin \beta_2]$$
$$- \rho_1 y \rho_2 y \cos \beta_1 \sin(\alpha_2 - \alpha_1)$$
$$+ \rho_1 \rho_2 \cos \beta_2 \sin(\alpha_2 - \alpha_1)$$
$$+ 2 \rho_1 \rho_2 [-D_x \cos \alpha_1 - D_y \sin \alpha_1] + 2 \rho_1 y$$
$$\times [D_x \cos \beta_1 \sin \alpha_1 - D_y \cos \alpha_1 \cos \beta_1 - D_z \sin \beta_1]$$
$$+ 2 \rho_2 y [D_z \cos \alpha_1 \cos \beta_1 + D_y \sin \alpha_1] + 2 \rho_2 y$$
$$\times [-D_x \cos \beta_2 \sin \alpha_2 + D_y \cos \alpha_2 \cos \beta_2 + D_z \sin \beta_2].$$

$\rho_{n\alpha} = \rho \cos \varphi_n, \rho_{n\beta} = \rho \sin \varphi_n$, and $\alpha_n, \beta_n$ are the rotation angles of conductors based on Euler angles ($n = 1, 2$).

Plugging (27) into the integral over $(z_i, z_j)$ in (20) and finding the indefinite integral result in the following formula:

$$I_z(\rho_i, \rho_j, \varphi_i, \varphi_j) = \int_{z_i, z_j}^{1} \frac{1}{b} \int_{x^-}^{x^+} \log [x + C \sqrt{(x - B)^2 + D^2}] \, dx$$

(28)

where

$$I_{z1} = I(B_1, C_1, D_1, -bL_2/2 + d + L_1/2 + bL_2/2 + d - L_1/2)$$
$$I_{z2} = I(B_2, C_2, D_2, -bL_2/2 + d - L_1/2 + bL_2/2 + d - L_1/2)$$
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