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SUMMARY 

 

With the evolution of technologies, mixed-signal system integration is becoming 

necessary for combining heterogeneous functions such as high-speed processors, radio 

frequency (RF) circuits, memory, microelectromechanical systems (MEMS), sensors, and 

optoelectronic devices. This kind of integration is required for convergent microsystems 

that support communication and computing capabilities in a tightly integrated module. A 

major bottleneck with such heterogeneous integration is the noise coupling between the 

dissimilar blocks constituting the system. The noise generated by the high-speed digital 

circuits can couple through the power distribution network (PDN) and this noise can 

transfer to sensitive RF circuits, completely destroying the functionality of noise-

sensitive RF circuits.  

One common method used for mixed-signal integration in the package is splitting 

the power and/or ground planes. The gap in the power and ground planes can partially 

block the propagation of electromagnetic waves. However, electromagnetic energy can 

still couple through the split, especially at frequencies greater than 1 GHz. The AI-EBG 

structure in this dissertation has been developed to suppress unwanted noise coupling in 

mixed-signal systems  and  this  AI- EBG  structure shows excellent isolation   (-80 dB ~ 

-140 dB), which results in a noise coupling-free environment in mixed-signal systems. 

The AI-EBG structure would be part of the power distribution network (PDN) in systems 

and is expected to have a significant impact on noise suppression and isolation in mixed-

signal systems in the future. 

 



 

1 

CHAPTER 1 

INTRODUCTION 

 

The integration of wireless technologies in handsets and mobile computers is 

forcing the integration of high-speed digital circuits with analog and radio frequency (RF) 

circuits. When the output drivers or internal logic circuits of a microprocessor switch 

simultaneously, the power supply noise generated from the noisy digital circuits can 

deteriorate the performance of sensitive RF/analog circuits. RF front-end circuits like low 

noise amplifiers (LNAs) need to detect low-power signals, and are extremely sensitive in 

nature. A large noise spike in or close to the operating frequency band of the device can 

de-sensitize the circuit, destroying its functionality. To prevent this, all radio architectures 

include filters and other narrow band circuits, which prevent the noise in the incoming 

spectrum from reaching the LNA. However, there are no systematic means for filtering 

noise from other sources – for example, noise can couple through the power rail and 

appear at the output of the LNA, where it can degrade the performance of the 

downstream circuits. Thus, an efficient noise suppression technique is required for 

isolating sensitive RF/analog circuits from noisy digital circuits. 

The sensitivity of RF/analog circuits to power supply noise has resulted in 

difficulties for integration of digital and RF/analog subsystems. One common method 

used for mixed-signal integration in the package is splitting the power and/or ground 

planes [1]. The gap in the power and ground planes can partially block the propagation of 

electromagnetic waves. For this reason, split planes are usually used to isolate sensitive 
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RF/analog circuits from noisy digital circuits. However, electromagnetic energy can still 

couple through the split [10], especially at frequencies greater than 1 GHz. Hence, this 

method only provides marginal isolation (-20 dB ~ -60 dB) at frequencies above ~ 1 GHz 

and becomes ineffective as system operating frequency increases. Further, as systems 

become more and more compact, use of multiple power supplies becomes expensive. The 

use of ferrite beads across the split can result in a common power supply; however, since 

ferrite beads resonate above 200 MHz, the coupling between split islands increases at 

higher frequencies. The power segmentation method was proposed recently in [13], [14] 

but this method only provides good isolation at high frequencies over a narrow frequency 

band and since this narrow frequency band is fixed by the size of the structure, this 

frequency band is not tunable. Hence, the development of noise isolation methods is 

required for enabling integration of mixed-signal systems. 

The focus of this dissertation is on noise suppression and isolation in mixed-

signal systems using a novel electromagnetic bandgap (EBG) structure called alternating 

impedance EBG (AI-EBG) structure. The AI-EBG structure in this dissertation has been 

developed to suppress unwanted noise coupling in mixed-signal systems and this AI- 

EBG structure shows excellent isolation (-80 dB ~ -140 dB), which results in a noise 

coupling-free environment in mixed-signal systems. The AI-EBG structure would be part 

of the power distribution network (PDN) in systems and is expected to have a significant 

impact on noise suppression and isolation in future mixed-signal systems. 
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1.1 Power distribution network (PDN) 

A power distribution network (PDN) is used to deliver power to core logic and 

I/O circuits in any semiconductor system. The PDN for the typical high-speed digital 

system is shown in Figure 1.1 and consists of power and ground planes in the board, 

power and ground planes in the package, a switching regulator, and decoupling 

capacitors.  The PDN supplies drivers (switching circuits) that generate signals and 

receivers that receive the signals, with voltage and current to function. With advances in 

silicon technology, power supply voltage has reduced according to the scaling rules while 

the amount of power required has increased with every computer generation. As a result, 

the current delivery requirement for the power distribution network has increased greatly 

and the tolerance for the power supply noise has decreased. It has been recognized that 

the power supply noise induced by large numbers of simultaneously switching circuits in 

the power distribution network can limit their performance [1]-[5].  

 

 

Figure 1.1 Power distribution network for the typical high-speed digital system [1]. 
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Figure 1.2 shows the electrical equivalent circuit of the PDN, which can be 

mapped from the mechanical structure of the system in Figure 1.1 [1]. For a superior 

design of the power distribution network, the impedance of the power/ground planes 

should be designed to be as low as possible over the entire bandwidth of the signal [8]. 

As a result, the frequency-dependent driving point impedance (Z) of the PDN at the 

circuit terminals shown in Figure 1.2 should be kept very small compared to the 

impedance of the circuit load of each chip to avoid large voltage drops in the PDN.  

 

 

Figure 1.2 Equivalent circuit diagram for power distribution network [1]. 

 

A typical output impedance plot for the PDN looking back from the circuit loads 

is shown in Figure 1.3 [1]. At low frequencies, a power distribution network acts as a 

capacitor. In the mid-frequency range, a good network should behave as a transmission 

line with very low characteristic impedance, with the latter being orders of magnitude 

lower than the impedance of the circuit load. As the frequency increases beyond the mid-

frequency range, the network has an inductive behavior with multiple resonant 

frequencies.  
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Figure 1.3 Output impedance for the typical power distribution network [1]. 

 

Since the fast switching speed of the digital circuits results in sudden current 

demand, noise generated can degrade system performance [1]-[6]. A major source of this 

noise can be attributed to the power distribution network (PDN) of the package and 

board. For future high-speed digital systems, one method to suppress noise is to design 

the PDN by identifying a target impedance [8], which has to be met over a broad 

frequency range. Based on the allowed ripple on the power supply rails, the target 

impedance for the PDN can be computed as 

                                                  
I

V
Z dd

ett

05.0
arg

×
=                                                (1.1) 

where Vdd is a power supply voltage, I is the current, 0.05 is the 5 % ripple voltage 

allowed. Using the above equation, the target impedance for various cases can be 

computed as in Table 1.1. For example, in 2005, a target impedance of 0.48 mΩ is 

required using (1.1). Based on the International Technology Roadmap for 

Semiconductors (ITRS) voltage and power projections, the target impedance is expected 

to reduce by a factor of 2 per computer generation, with a target impedance requirement 

of 0.06 mΩ in the year 2016. This is 16 times lower than the 0.93 mΩ required in 2001. 
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Since transient currents cause voltage fluctuations, a high-speed digital system has to 

meet the target impedance over a broad bandwidth (at least from DC to 5 GHz in 2005). 

In addition to suppressing noise by maintaining a small self-impedance, a small target 

transfer impedance is also required between the processor and noise-sensitive areas of the 

system. 

Several major components are currently used to meet the target impedance over 

the wide frequency range. The voltage regulator module (VRM) is effective up to about 1 

kHz. Bulk capacitors supply current and maintain a low PDN impedance from 1 kHz to 1 

GHz. High frequency ceramic capacitors maintain the PDN impedance  from 1 MHz to  1  

 

Table 1.1 Target impedance tendency and projection based on ITRS 2001 

  Year Power (W)   Vdd (V) Current (A) Frequency 

(MHz) 

Ztarget (mΩ) 

  1991     5             5     1     16    500 

  1996     25    2.6      10    300    27 

  2001    130    1.1    118   1700    0.93 

  2003    150    1.0    150   3090    0.67 

  2005    170    0.9    189   5170    0.48 

  2007    190    0.7    271   6740    0.26 

  2010    218    0.6    363  12000    0.17 

  2013    251    0.5    502  19000    0.1 

  2016    288    0.4    720  29000    0.06 
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GHz [74]. Electromagnetic bandgap (EBG) structures have been suggested to meet the 

target impedance goals over 1 GHz [26]. 

 

1.2 Simultaneous Switching Noise (SSN) 

Simultaneous switching noise (SSN) refers to a noise fluctuation or voltage glitch 

generated in a digital system due to rapid changes in current caused by switching of many 

circuits in the system at the same time [32]. SSN is also referred to as “delta-I” noise 

because of its direct dependence on the rate of change of current or called “ground 

bounce” since the voltage glitch corresponds to an effective change of the power supply 

voltage and therefore can be seen as a shift in the internal ground reference voltage level. 

With recent advances in CMOS technology resulting in a faster device switching speed 

and higher package density, simultaneous switching noise (SSN) induced by a large 

number of internal and external switching circuits has become a critical issue in  high-

speed digital systems. SSN is mainly caused by inductance in the PDN associated with 

the board, package, and chip. Figure 1.4 shows an equivalent circuit for the system where 

the package and printed circuit board (PCB) metal layers add inductance to the power 

distribution network [2]. In this system, the voltage and current to the chip are supplied 

from a power supply on the motherboard through the metal layers on the package and 

PCB. The local supply on the chip acts as a non-ideal supply, primarily because the route 

taken by the power supply current through the board, package, and chip introduces a 

series inductance L into the system. There is a serious side effect of series inductance in 

the power supply circuitry. Whenever the power supply current changes in the presence 

of series inductance, the local Vdd level will drop since the current flowing through an 
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inductor cannot change instantaneously. Consequently, the transient supply currents 

flowing through these interconnections cause voltage fluctuations on the power supply 

rails of the chip. This voltage fluctuation, which is referred to as SSN, is given by: 

                                                  
dt

di
NLV

effSSN
=∆                                          (1.2) 

where N  is the number of simultaneously switching drivers, Leff  is the effective 

inductance of the power distribution network, and dt/di  is the current slew rate of a 

single driver. 

It is important to note that the effective inductance can be defined only for a loop 

of current. As shown in (1.2), the SSN is directly proportional to the current slew rate and  

 

 

Figure 1.4 Equivalent circuit for the system where the package and printed circuit board 

(PCB) metal layers add inductance to the power distribution network [2]. 

 

the effective inductance. As a result, controlling the total allowed system noise requires 

controlling either the driver’s slew rate or the effective inductance. However, the control 
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of the driver’s slew rate requiring driver slowdown is not adequate because it adds delay 

to the driver output and can ultimately increase the machine cycle time. Hence, reducing 

the effective inductance is the proper solution. In the next section, traditional and 

advanced methods using decoupling capacitors to mitigate SSN are discussed. 

 

1.3 Discrete and Embedded Decoupling Capacitors  

A traditional method to suppress SSN is through decoupling capacitors on the 

board, package, and chip. Decoupling capacitors are connected between the power and 

the ground planes in order to lower the impedance of the power distribution network as 

well as supply current bursts for fast switching circuits [70]-[72]. 

To support the peak current needs of fast switching circuits, decoupling capacitors 

accumulate charge over the clock cycle, and then rapidly discharge during fast 

transitions. Power supplies cannot fulfill this role since voltage regulators respond too 

slowly and since the regulators are typically too far away.  Decoupling capacitors provide 

fast switching drivers with extra current required to charge the load capacitor instead of 

the power supply. As a result, the power supply noise is reduced since the inductive 

effect in the loop current path is decreased by the decoupling capacitors. 

The decoupling capacitors are expected to behave as a short circuit between the 

power/ground planes at high frequencies. However, it has been found that the parasitic 

inductance of the leads and mounting pads of the decoupling capacitors strongly limits 

their power supply noise mitigation ability [26]. In fact, the decoupling capacitor behaves 

as a series RLC resonant circuit, which becomes close to a short circuit only around its 

self-resonant frequency. As a result, the decoupling capacitor can be represented as a 
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series RLC circuit, as shown in Figure 1.5, and the impedance of the decoupling 

capacitor can be represented by the following equation: 

Cj
LjRZ

ESLESRdecapreal
ω

ω
1

_
++=                                              (1.3) 

where Zreal_decap  is the impedance of real decoupling capacitor, ESRR  is the equivalent 

series resistance (ESR), ESLL  is the equivalent series inductance (ESL), C is the 

capacitance, and ω = 2πf  is the angular frequency. 

 

 

Figure 1.5 Model of the real decoupling capacitor. 

 

The self-resonant frequency of the real decoupling capacitor is given by 

CL
f

ESL

SRF

π2

1
=                                                       (1.4) 

at which the reactive impedances are cancelled and the impedance of the decoupling 

capacitor has a magnitude of ESRR , which is the minimum magnitude of the impedance, 

as shown in Figure 1.6. 

Due to this kind of characteristic of the decoupling capacitors, different kinds of 

decoupling capacitors should be used over the wide frequency range, depending on the 

package structure. Based on the resonant frequency, the decoupling capacitors can be 
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categorized into low-frequency, mid-frequency, and high-frequency capacitors, and 

incorporated  at  appropriate  places  throughout  the system,  as  shown  in Figure 1.1, for  

 

 

                              Figure 1.6 Typical response of a decoupling capacitor. 

 

filtering the frequency components of current changes caused by circuit switching. 

Typically, low-frequency and mid-frequency decoupling capacitors are mounted 

on the package and board, and high-frequency decoupling capacitors for >f 1GHz are 

buried in the chip as trench capacitors. However, it should be noted that it is almost 

impossible to lower the impedance of the PDN at frequencies greater than 1 GHz using 

decoupling capacitors since the parasitic inductance of the decoupling capacitor is 

dominant at high frequencies.  

In general, the decoupling capacitors can be either discrete or embedded. The 

decoupling capacitors mentioned above are discrete decoupling capacitors. The 

embedded capacitors provide better high-frequency performance since they have less 

parasitic inductance but cannot suppress the intrinsic modes of the parallel-plate 

waveguide, which will be discussed in the next section. Another disadvantage of the 

embedded capacitors is that the process for the embedded capacitors is not standardized 
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and therefore the process can be a high-cost process. For example, Figure 1.7 shows the 

cross section of Barium Titanate (BaTiO3) capacitor that was developed at the Packaging 

Research Center (PRC) at Georgia Tech. This embedded capacitor was fabricated using a 

hydrothermal process. In this process, nanograined ultra thin crystalline Barium Titanate 

thin films were synthesized on laminated copper foils using the low cost low temperature 

(< 100 °C) hydrothermal process. Hydrothermal synthesis of BaTiO3 involves treating 

Ti-coated copper clad laminates with Ba2+ ions in highly alkaline solution at 95 °C. With 

this method high k thin films can be integrated into organic packages using standard 

printed wiring board processes such as lamination and lithography [73]. 

 

 

Figure 1.7 Cross section of BaTiO3 capacitor [73]. 

 

  

1.4 Power/Ground Planes 

The power/ground plane pair in a power distribution network behaves like a 

parallel-plate waveguide at high frequencies. A time-varying current flowing through 

vias in the PDN due to switching of the digital circuit causes the excitation of 

electromagnetic (EM) waves, which propagates between power and ground planes in the 

package and board. These waves reflect from the edges in the power distribution network 
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of the package and board and cause resonances over the frequency range, which increases 

the impedance magnitude of PDN at certain resonant frequencies.  Hence, it is important 

to analyze the power/ground plane pair as a parallel-plate waveguide.  The parallel-plate 

waveguide can support transverse electromagnetic (TEM), transverse magnetic (TM), 

and transverse electric (TE) waves, in addition to cavity resonator modes. 

Consider a parallel-plate waveguide consisting of two perfectly conducting plates 

separated by a dielectric material as shown in Figure1.8. The dimensions in the x and z 

directions are assumed to be much larger than the dielectric thickness d, which makes 

fringing fields on the edges of the structure and any variation in the x direction neglected. 

 

 

Figure 1.8 Parallel-plate waveguide. 

 

1.4.1 Transverse Electromagnetic (TEM) Waves 

Transverse electromagnetic (TEM) waves represent waves in which electric and 

magnetic fields are perpendicular to each other and both are transverse to the direction of 

wave propagation. For example, if propagation in the z direction, TEM waves are waves 
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that contain neither Ez nor Hz where Ez is the electric field component in the z direction 

and Hz is the magnetic field component in the z direction.  The TEM wave solution can 

be obtained by solving Laplace’s equation for the electrostatic potential Φ (x, y) between 

the two conducting plates:       

                     ,0),(2 =Φ∇ yx           for 0 ≤ x ≤ w and 0 ≤ y ≤ d                            (1.5) 

Assuming that the upper conducting plate has a potential Vdd and lower conducting plate 

has a potential zero, we get 

                                               ,),(
dd

Vdx =Φ                                                 (1.6) 

                                                        .0)0,( =Φ x                                                   (1.7) 

Since we assume that there is no variation in x direction, the general solution to (1.5)  for 

Φ (x, y) is  

                                            yAAyx
21

),( +=Φ ,                                        (1.8) 

where A1 and A2 are unknown constants. 

Using the boundary conditions in (1.6) and (1.7), we have 

                                               y
d

V
yx dd=Φ ),( .                                            (1.9) 

The transverse electric field is then obtained as 

                                         ,),(),,(
∧

−−
−

−=Φ−∇= ye
d

V
eyxzyxE jkzddjkz

                (1.10)                     

where µεω=k  is the propagation constant of the TEM wave. 

Then, magnetic field can be calculated as 

                           ,),,(
1

),,(
∧

−
−∧−

=×= xe
d

V
zyxEzzyxH

jkzdd

ηη
                     (1.11) 
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where 
ε

µ
η =  is intrinsic impedance of the dielectric material between two conducting 

plates. 

The voltage V between the two conducting plates can be obtained as 

                               ,
0

jkz

dd

dy

y
y eVdyEV

−
=

=
=−= ∫                                          (1.12) 

where 
jkzdd

y
e

d

V
E

−−= .  

The total current flowing on the upper conducting plate can be calculated as 

                 ,)(
00

jkzdd
wx

x

wx

x
S e

d

wV
dxzHydxzJI

−
=

=

∧−−=

=

∧−

=⋅×−=⋅= ∫∫ η
                     (1.13) 

where  
−−−

×−= HyJ
S  is surface current density on the upper conducting plate. 

Hence, the characteristic impedance of the parallel-plate waveguide is given by 

                                                 .
0

w

d

I

V
Z

η
==                                          (1.14) 

It should be noted that the characteristic impedance of the parallel-plate waveguide 

depends only on the material parameters and the geometry of the waveguide. 

 

1.4.2 Transverse Magnetic (TM) Waves 

Transverse magnetic (TM) waves represent waves that do not have a component 

of the magnetic field in the direction of wave propagation. For example, for propagation 

along the z direction, TM waves are waves that contain nonzero Ez  but Hz = 0.   

The Helmholtz equation or wave equation for 
−

E  is given as: 
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                                             ,022 =+∇ EE µεω                                      (1.15) 

where µ is the permeability of the medium and ε is the permittivity of the medium. 

For Ez, the Helmholtz equation can be written as 

                                       ,0)( 2

2

2

2
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∂

∂
z
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zyx

                               (1.16) 

where µεω=k  is the propagation constant of the medium. 

Since ,),(),,( zj

zz
eyxezyxE

β−= equation (1.16) can be reduced to a two-

dimensional wave equation for ez  as:  
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2

2

2

2
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+

∂

∂
yxek

yx
zc                       (1.17) 

where .222 β−= kk
c  

Since the dimension in the x direction is assumed to be much larger than the dielectric 

thickness d, making any variation in the x direction neglegible (i.e., )0=
∂

∂

x
, equation 

(1.17) becomes 

                                             .0),()(
2

2

2

=+
∂

∂
yxek

y
zc                                         (1.18) 

The general solution to equation (1.18) is of the following form 

                                 .cossin),(
21

ykAykAyxe
ccz

+=                                     (1.19) 

Applying the boundary conditions that  ),( yxe
z  should be zero at y = 0 and d, we obtain 

                                         A2 = 0 and ,
d

n
k

c

π
=  n = 0, 1, 2 …                              (1.20) 

Hence, the electric field in the z direction can be written as 



 17 

                                    .sin),,( zj
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The transverse field components can be derived as follows: 
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For n = 0, Ez = 0 and µεωβ == k , which means that TM0 mode is identical to the TEM 

mode for the parallel-plate waveguide. For n ≥ 1, each n corresponds to a different TMn 

mode with its propagation constant given by 

                                  .

2

222 
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d
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kkk

c

π
β                               (1.26) 

For a TM wave to propagate, its propagation constant should be real, which requires that 

the wave number, k, be larger than the cut-off wave number, kc. Thus, the cut-off 

frequency for the TMn mode can be defined as 

                                      .
22 µεµεπ d

nk
f c

c
==                                    (1.27) 

Hence, the lowest TM mode is TM1 mode with a cut-off frequency of 
.2

1

µεd
f

c
=  All 

higher order modes have cut-off frequencies equal to multiples of this cut-off frequency. 

The wave impedance of the TM modes is given by 
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It is important to note that wave impedances are purely real for f  > fc but purely 

imaginary for f < fc.  The phase velocity can be written as 
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It should be noted that the phase velocity is a function of frequency. The group velocity is 

given by 
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1.4.3 Transverse Electric (TE) Waves 

 Transverse electric (TE) waves represent waves that do not have a component of the 

electric field in the direction of propagation. For example, for a wave propagating in the z 

direction, TE waves contain nonzero Hz  but Ez = 0.   

The Helmholtz equation or wave equation for 
−

H  is given as: 

                                          .022 =+∇
−−

HH µεω                                       (1.31) 

For Hz, the Helmholtz equation can be written as 
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                               (1.32) 

  where µεω=k  is the propagation constant of the medium. 
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Since ,),(),,(
zj

zz
eyxhzyxH

β−= equation (1.16) can be reduced to a two-dimensional 

wave equation for hz :  
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where .222 β−= kk
c  

Since the dimension in the x direction is assumed to be much larger than the dielectric 

thickness d, making any variation in the x direction neglegible (i.e., )0=
∂

∂

x
, equation 

(1.17) becomes 
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The general solution to equation (1.18) is of the following form: 
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The electric field component, Ex, can be calculated as 
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Applying the boundary conditions that  Ex should be zero at y = 0 and d, we obtain 

                                         A2 = 0 and ,
d

n
k

c

π
=  n = 1, 2 …                              (1.37) 

Hence, the magnetic field in the z direction can be written as 
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The transverse field components can be derived as follows: 
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The propagation constant of the TEn mode is given by 
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It should be noted that the propagation constant of the TEn mode is the same as that of the 

TMn mode. The cut-off frequency for the TEn mode can be defined as 
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f c

c
==                                         (1.44) 

Hence, the lowest TE mode is the TE1 mode with a cut-off frequency of 
.2

1

µεd
f

c
=  

All higher modes have cut-off frequencies equal to multiples of this cut-off frequency. 

The wave impedance of the TE modes is given by 
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1.4.4 Cavity Resonator Modes 

Power/ground planes represent large metal layers separated by a small dielectric 

distance, as shown in Figure 1.9. Due to the small dielectric distance, power/ground 

planes in the package and PCB are capacitive at low frequencies and are therefore ideal 
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for supplying power to the integrated circuits. However, with increaseing frequency, 

planes become inductive and resonate  at  discrete frequencies [1].   Conventional   power  

 

 

Figure 1.9 Schematic of power/ground planes in package and board. 

 

and ground planes have a dielectric thickness of less than 100 mils and the dielectric 

thickness is becoming thinner with advances in technology. The lowest TM and TE 

modes for the parallel-plate waveguide have cut-off frequencies in the order of hundreds 

of gigahertz, which implies TM and TE modes of the parallel-plate waveguide are not a 

major concern for the systems operating at 10 GHz and below. For example, TM1 and 

TE1 modes for the power/ground planes with a dielectric thickness of 4.5 mils occur at 

618 GHz by equations (1.27) and (1.44). Therefore, the only modes of concerns are the 

TEM modes of the parallel-plate waveguide and cavity resonator modes due to the finite 

size of the power/ground planes [77]. For the modes derived for the parallel-plate 

waveguide in previous sections, it was assumed that the conducting planes have infinite 

length in the x and z directions. However, real power and ground planes have finite size 

of width and length, which means that waves propagating to the edges of the 

power/ground planes have to be reflected back and forth. These reflections combine to 
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produce a cavity resonator mode at certain frequencies. The rectangular cavity resonator 

modes occur at the following frequencies [30]: 
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where µ is the permeability of a dielectric material, ε is the permittivity of a dielectric 

material, and m, n, and p are mode numbers equal to 0, 1, 2, … , except that at least one 

of the mode numbers must be nonzero. The parameters a, b, and d  are the dimensions in 

Figure 1.9. In practical power/ground planes, the dielectric thickness d is much smaller 

than the width (a) and the length (b), which means the standing wave patterns along 

dimension d will be at frequencies that are ten to hundred of times larger than the 

resonant frequencies of waves along the width and length of power/ground planes. 

Hence, the cavity resonant frequencies in equation (1.46) for practical power/ground 

planes can be obtained with p = 0 and written as:  
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1.5 Noise Coupling in Mixed-Signal System 

With the evolution of technologies, mixed-signal system integration is becoming 

necessary for combining heterogeneous functions such as high-speed processors, radio 

frequency (RF) circuits, memory, microelectromechanical systems (MEMS), sensors, and 

optoelectronic devices. This kind of integration is required for convergent microsystems 

that support communication and computing capabilities in a tightly integrated module. A 
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major bottleneck with such heterogeneous integration is the noise coupling between the 

dissimilar blocks constituting the system [9]. The noise generated by the high-speed 

digital circuits can couple through the power distribution network (PDN) and this noise 

can transfer to sensitive RF circuits, completely destroying the functionality of noise-

sensitive RF circuits. Figure 1.10 shows the noise coupling mechanism due to 

electromagnetic (EM) waves in a mixed-signal system. The time-varying current flowing 

through a via due to switching of the digital circuits can cause the excitation of EM 

waves.  

 

 

 Figure 1.10 Noise coupling in a mixed-signal system. 

 

Since a power/ground plane pair used to supply power to the switching circuits behaves 

like a parallel-plate waveguide at high frequencies [30], the EM wave propagates 

between the power/ground plane pair and couples to the RF circuit, causing failure of the 



 24 

RF circuit. To prevent this noise coupling, traditional isolation techniques have used split 

planes with multiple power supplies [10], split planes and ferrite beads with a single 

power supply [12] and power-plane segmentation [13], [14]. All these methods have two 

fundamental problems namely, a) they provide poor isolation in the -20 dB to -60 dB 

range [10] above 1 GHz and b) they provide narrow band capability. Hence, the 

development of better noise isolation methods for the integration of digital and RF 

functions is necessary. One method for achieving high isolation over broad frequency 

range is through the use of electromagnetic band gap (EBG) structures. EBG structures 

are periodic structures that suppress wave propagation in certain frequency bands while 

allowing it in others. For power delivery networks, EBG structures can be constructed by 

patterning the ground plane. In this dissertation, a novel EBG structure based on the 

alternating impedance (AI-EBG) concept is discussed for use in power delivery networks.  

                           

1.6 Current Isolation Methods 

 Decoupling capacitors are usually used to suppress simultaneous switching noise 

in digital systems. However, the decoupling capacitors are not good enough for noise 

suppression and isolation in mixed-signal systems since noise-sensitive RF circuits exist 

in the systems. Currently, there are three methods for isolating sensitive RF circuits from 

noisy digital circuits in mixed-signal systems: split planes [10], split planes with ferrite 

beads [12], and power-plane segmentation [13], [14]. Each of these methods is described 

in detail. 
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1.6.1 Split Planes 

One typical approach to isolate the sensitive RF/analog circuits from the noisy 

digital circuits is to split the power plane or both power and ground planes [10]. The gap 

in power plane or ground plane can partially block the propagation of electromagnetic 

waves. For this reason, split planes are usually used to isolate sensitive RF/analog circuits 

from noisy digital circuits. Although split planes can block the propagation of 

electromagnetic waves, part of the electromagnetic energy can still couple through the 

gap [10]. Hence, this method only provides a marginal isolation (-20 dB ~ -60 dB) at high 

frequencies (usually above ~ 1 GHz) and could create a serious problem as the sensitivity 

of RF circuits increases and the operating frequency of the system increases. Generally, 

split planes provide good isolation (-70 dB ~ -80 dB) at low frequencies (usually below ~ 

1 GHz) but show poor isolation (-20 dB ~ -60 dB) at high frequencies because of 

electromagnetic coupling. In addition to this, split planes sometimes require separate 

power supplies  to  maintain  the  same  DC  level,  which  is  not  cost effective.  

 

 

Figure 1.11 Photo of the fabricated split planes. 

 



 26 

  

Figure 1.12 Measured transmission coefficient (S21) for the split planes in Figure 1. 

Some cavity resonator modes are shown by equation (1.10). 

 

Figure1.11 shows a fabricated structure containing split planes. The size of the 

structure is 9.3 cm x 4.1 cm and port 1 and port 2 are located around at the edges. Figure 

1.12 shows the measured transmission coefficient (S21) between port 1 and port 2. It is 

clear that split planes show good isolation up to 1 GHz but show poor isolation at high 

frequencies (over 1 GHz). It is observed in Figure 1.12 that  there  are many resonance 

peaks above 1 GHz as a result of EM coupling through the gap.  This measurement 

proves that   electromagnetic energy can still couple through the split, especially at 

frequencies greater than 1 GHz.  Hence, this method  only  provides marginal isolation (-

20 dB ~ -60 dB) at frequencies above ~1.5 GHz, and becomes ineffective as system 

operating frequency increases. The resonance peaks in Figure 1.12 can be calculated 

using (1.47) and some cavity resonance modes are shown in Figure 1.12. 
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1.6.2 Split Planes with Ferrite Beads 

Since split planes require multiple power supplies to maintain the same DC level, 

if that system requires the same DC level, the use of split planes is not cost effective. So, 

for a system that requires the same DC level, a ferrite bead is placed between the split 

planes, as shown in Figure 1.13 (a). A ferrite bead is a dowel-like device which has a 

center holes and is composed of ferromagnetic material. Figure 1.13 (b) shows a ferrite 

bead. When placed onto a current carrying conductor it acts as an RF choke. It offers a 

convenient, inexpensive, yet a very effective means of RF shielding, parasitic suppression 

and RF decoupling. The simple equivalent circuit for a ferrite bead is a single inductor.  

Since  an inductor  is  a  shorted  circuit  at the DC,  a  ferrite  bead can provide a DC path  

 

 

                                   (a)                                                                            (b) 

Figure 1.13 (a) A ferrite bead between split planes and (b) Photo of a ferrite bead [75].  

 

for the split planes. Hence, a single power supply can be used for the split planes with a 

ferrite bead.  However, a real ferrite bead does not behave like an ideal inductor. Figure 

14 shows typical impedance characteristic over a wide frequency range. The impedance 
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of the ferrite bead starts to drop around  200 MHz, which makes isolation worse after 200 

MHz. Hence, this method also cannot provide good isolation at the high frequencies. 

 

 

Figure 1.14 Typical impedance characteristics of a ferrite bead [75]. 

 

1.6.3 Power-plane segmentation method 

A power-plane segmentation method was recently reported in [13], [14]. In this 

method, split planes are connected through a narrow conducting neck. Figure 1.15 shows 

the schematic of power-plane segmentation. This method provides good isolation (-50 dB 

~ -80 dB) in a narrow high-frequency range (frequency range: 300 MHz ~ 700 MHz). 

But this narrow high-frequency range is not controllable since the size of the split planes 

determines this high-frequency range. For example, a structure with the power-plane 

segmentation in Figure 1.16 (a) was simulated. In this case, the size of the split power 

planes was 4.9 cm x 5.5 cm, the size of the ground plane was 10 cm x 5.5 cm, and the 

size of the narrow conducting neck was 0.2 cm x 0.5 cm. The transmission coefficient 

(S21) between two ports in Figure 1.16 (a) is shown in Figure 1.16 (b). Hence, this 
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method is not appropriate for wide-band applications and is not good enough for mixed-

signal system applications that require a higher isolation level. 

 

 

Figure 1.15 Schematic of power-plane segmentation. 

 

 

 
                                               (a)                                                                                     (b) 

Figure 1.16 (a) Schematic of the structure for simulation and (b) Simulation results. 
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1.7 Electromagnetic Bandgap (EBG) Structure 

Electromagnetic bandgap (EBG) structures have become popular because of their 

ability for suppressing unwanted electromagnetic mode transmission and radiation in 

microwave and millimeter waves [15]-[17]. The EBG structures are periodic structures in 

which the propagation of electromagnetic waves is forbidden in certain frequency bands. 

In these EBG structures, the constructive and destructive interference of electromagnetic 

waves results in transmission and reflection bands [18].  The EBG structure has also been 

called a photonic bandgap (PBG) structure or a frequency selective surface (FSS). A 

common feature of periodic structures is the existence of frequency bands where 

electromagnetic waves are highly attenuated and do not propagate. Analogous to an 

electrical crystal where periodic atoms presents a bandgap prohibiting electron 

propagation, a photonic crystal is made of macroscopic dielectrics periodically placed (or 

embedded) within a surrounding medium. The periodic nature of the structure produces a 

photonic bandgap (PBG) within which photons (waves) are forbidden in a certain 

frequency range [18].     

In 1987, a three-dimensional (3-D) periodic structure was realized by 

Yablonovitch [20] by mechanically drilling holes into a block of dielectric material. This 

structure prevents the propagation of microwave radiation in any three-dimensional (3-D) 

spatial direction, whereas the material is transparent in its solid form at these 

wavelengths. These artificially engineered structures are generically known as photonic 

bandgap (PBG) structures or photonic crystals. Although “photonic’ refers to light, the 

principle of “bandgap” applies to electromagnetic waves of all wavelengths. 

Consequently, there is controversy in the microwave community about the use of the 
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term “photonic” [21], and the term “electromagnetic bandgap (EBG) structure” or 

“electromagnetic crystal” is being proposed [22].   

 

1.7.1 Mushroom-type EBG structure 

The mushroom-type EBG structure was originally developed by D. Sievenpiper in 

1999 for antenna applications [23]-[25]. Figure 1.17 shows the schematic of the 

mushroom-type EBG structure. By incorporating a special texture on a conducting 

surface, it is possible to alter its radio frequency electromagnetic properties [23], [24]. It 

has been proved that an antenna on a mushroom-type ground plane produces a smoother 

radiation profile  than  a  similar antenna on a conventional metal ground plane, with less 

power wasted in the backward direction [23]. In this mushroom-type EBG structure, 

capacitance comes from the fringing electric field between adjacent metal patches and 

inductance comes from the currents in the ground plane and in the metal patch layer, as 

shown in Figure 1.18. Hence, the behavior of the structure can be described as a parallel 

resonant circuit in Figure 1.19. 

 

 
(a) 

 

Figure 1.17 (a) Cross-section of the mushroom-type EBG structure and (b) Top view of 

the mushroom-type EBG structure [29]. 
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(b) 

 

Figure 1.17 (a) Cross-section of the mushroom-type EBG structure and (b) Top view of 

the mushroom-type EBG structure [29]. 

 

 

 

 

 

Figure 1.18 Origin of capacitance and inductance in mushroom-type EBG structure [29]. 
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Figure 1.19 Parallel LC equivalent circuit for the structure in Figure 1.17 [29]. 

 

 

The fringing capacitance between adjacent metal patches can be derived using 

conformal mapping, a common method for solving two-dimensional electric field 

distributions [29]. The inductance in this structure can be derived easily from basic EM 

equations. Therefore, we have the following C and L equations for the structure in Figure 

1.18.  
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where w is the width of the metal patch, g is the gap distance, a = 2w+g, t is the via 

length, and µ is the permeability. 

Figure 1.20 shows the above parameters with the mushroom-type EBG structure.  

 

Figure 1.20 Geometrical parameters for the mushroom-type EBG structure [29]. 
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For the mushroom-type EBG structure, the stopband center frequency, fcenter [29], is given 

as  

                                                        fcenter = 
LCπ2

1
,                                         (1.50) 

where  L is the sheet inductance of the mushroom-type EBG structure and C is the sheet 

capacitance of the mushroom-type EBG structure. 

In the last few years, this mushroom-type EBG structure has been modified and 

applied for simultaneous switching noise (SSN) suppression in high-speed digital 

systems [26]-[28]. Figure 1.21 shows the cross-section of the modified mushroom-type 

EBG structure in high-speed digital systems. In this figure, the top metal layer is the Vdd 

plane and the bottom metal layer is the Gnd plane. In this modified mushroom-type EBG 

structure, blind vias are connected between the ground plane and metal patch layer, when 

applied to PDNs. The metal patch layer is placed in the dielectric layer that separates the 

power plane and ground plane. Since these modified mushroom-type EBG structures in 

[26]-[28] require an additional metal layer with blind via connections, it represents an 

expensive solution for printed circuit board (PCB) applications. 

 

 

           Figure 1.21 Cross-section of the modified mushroom-type EBG structure [26]. 
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For the modified mushroom-type EBG structure in Figure 1.21, the stopband center 

frequency is given by [76]: 

                                          
)(2

1

21
CCL

f
center

+
=

π
,                                         (1.51) 

where L represents the inductance of the via, C1 is the capacitance between the metal 

patch and the region of the top plate corresponding to such patch, and C2 is the 

capacitance between the metal patch and the region of the bottom plate corresponding to  

 

 

Figure 1.22 Model for the modified mushroom-type EBG structure [76]. 

 

the metal patch. These elements are shown in Figure 1.22. Figure 1.23 shows S-

parameter simulation results for the modified mushroom-type EBG structure in Figure 

1.21 when the via length (t) is varied from 1.54 mm to 4.62 mm [77]. In this structure, the 

total size of the structure was 10 cm x 10 cm and the size of the metal patch was 0.985 

cm x 0.985 cm. The distance between the top metal plate and the metal patch layer was 

1.54 mm and the gap between the metal patches was 0.15 mm. The dielectric constant 

was 4.4. In Figure 1.23, it is clear that isolation level in the stopband using the modified 

mushroom-type EBG structure ranges between -40 dB and -70 dB for all three cases. It is 

important to note that the stopband center frequency as well as the corner frequencies of 
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the stopband are shifted to lower frequencies when the via length (t) increases. This 

decrease of the stopband center frequency is associated with the increase in inductance, 

which is proportional to the via length [26]. 

 

 

Figure 1.23 Effect of via length (t) on S-parameter for the modified mushroom-type EBG 

structure [77]. 

 

 

 

 

 

1.7.2 Mushroom-type EBG structure for Ultra Wide Band (UWB) 

applications 

It is important to note the current status for ultra wide band (UWB) applications 

using the mushroom-type EBG structures. In this section, current status of the mushroom-

type EBG structures for UWB applications is described.  
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In [57], a mushroom-type EBG structure was fabricated for UWB applications. 

The overall dimension of the PCB was 30 cm x 10 cm.  The top view of the middle layer 

of the fabricated mushroom-type EBG structure is shown in Figure 1.24 (a). In this 

structure, sizes of metal patches were 2 cm x 2 cm, 1 cm x 1 cm, and 0.5 cm x 0.5 cm to 

obtain an ultra wide band stopband since different patch sizes produce different stopband 

frequency ranges. The dielectric material is FR4 with a relative permittivity εr = 4.4, and 

the conductor is copper with conductivity σc = 5.8 x 10
7
 S/m. Ports 1 and 2 are also 

shown in Figure 1.24 (a). Figure 1.24 (b) shows the measured transmission coefficient 

(S21) for the structure in Figure 1.24 (a). The three stopbands are observed at 0.8 GHz-1.8 

GHz, 2.2 GHz-4.2 GHz, and 4.5 GHz-10 GHz. It should be noted that isolation levels of 

the stopbands are between -50 dB and -60 dB and there are still resonance peaks in some 

frequency bands even though the total structure size is large. It is very difficult to make 

an ultra wide stopband using the mushroom-type EBG structure since the mushroom-type 

EBG behaves like a bandstop filter and therefore requires different patches for each 2 ~ 3 

GHz stopband range. In Chapter 6, it will be shown that smaller hybrid AI-EBG 

structures produce a deeper and wider stopband than that of the mushroom-type EBG 

structures.  In [58],   isolation characteristics of the mushroom-type EBG structure were 

improved since two dielectric materials were used to disturb wave propagation. Figure 

1.25 (a) shows the cross section of the fabricated mushroom-type EBG structure.  A 

different material with high dielectric constant was employed for the space above the 

patches and the thickness of this material was made to be very thin. In Figure 1.25 (a), the 

following parameter values were used: d = 5.4 mm, ν = 0.8 mm, h1 = 1540 µm, h2 = 16 

µm. The dielectric constant of the dielectric material 1 was 4.5 and the dielectric constant  
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(a) 

 

 

 

(b) 

 

Figure 1.24 (a) Mushroom-type EBG structure for UWB applications and (b) Measured 

transmission coefficient (S21) results [57]. 
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(a) 

 

 

(b) 

Figure 1.25 (a) Cross section of the mushroom-type EBG structure with two dielectric 

materials and (b) Measured transmission coefficient (S21) results [58]. 



 40 

of the dielectric material 2 was 30. This modification creates a non-symmetrical structure 

in which the patches are far closer to one of the parallel plates than the other. Figure 1.25 

(b) shows the measured transmission coefficient (S21) results for the mushroom-type 

EBG structure in Figure 1.25 (a). It is important that isolation levels of the stopbands are 

still between -50 dB and -60 dB and stopband range for -40 dB is around 6.5 GHz (i.e., 

from 2.2 GHz to 8.7 GHz).  Moreover, this mushroom-type EBG structure requires two 

dielectric materials, which makes it more expensive than the previous mushroom-type 

EBG structure, which is not desired for printed circuit board (PCB) applications. 

 

1.8 Proposed Research and Dissertation Outline 

The objective of the proposed research is to develop an efficient method for noise 

suppression and isolation in mixed-signal systems that combine digital and RF 

electronics in a packaged module. This includes the design, modeling, analysis, 

fabrication, and characterization of a novel electromagnetic bandgap (EBG) structure 

called the alternating impedance EBG (AI-EBG) structure. The research also includes the 

integration of AI-EBG structures into power distribution networks (PDN) of mixed-signal 

systems for noise isolation and suppression. 

The integration of wireless technologies in handsets and mobile computers is 

forcing the integration of high-speed digital circuits with analog and radio frequency (RF) 

circuits. When the output drivers or internal logic circuits of a microprocessor switch 

simultaneously, the power supply noise generated from the noisy digital circuits can 

deteriorate the performance of sensitive RF/analog circuits. Thus an efficient noise 

reduction scheme is required for isolating sensitive RF/analog circuits from noisy digital 



 41 

circuits. Based on the issues in noise coupling in mixed-signal systems, the following 

research is proposed:  

 

1. Modeling and analysis of power distribution network in high-speed digital 

systems: An efficient methodology has been developed for analyzing power 

distribution networks (PDN) in digital systems. This has been applied to a test 

vehicle from Rambus. This method has proved to be computationally efficient for 

computing power supply noise in high-speed digital systems. This work included 

the following: 

a. This methodology was applied to a test vehicle from Rambus consisting of 

a bidirectional 200 mV swing Differential Rambus Signaling Level 

(DRSL) with a data transfer rate of 3.2 Gbps/pair. First, the transmission 

matrix method (TMM) was applied to the PDN in the test vehicle to 

compute the frequency response. The results were correlated with 

measurement data using a vector network analyzer (VNA). Next, the 

macromodel representations of the plane pairs were generated at the 

desired ports using macromodeling.  

b. The coupling between split planes arising at high frequencies was studied 

in this work. This kind of coupling could result in detrimental effects to the 

system at high frequencies since split planes are supposed to serve as 

isolated islands.  

c. Power supply noise was computed efficiently in HSPICE. The 

macromodel of planes, differential driver model, and transmission lines 
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were co-simulated in HSPICE for computing power supply noise.  

2. Design and analysis of AI-EBG structure: A novel electromagnetic bandgap 

(EBG) structure called the alternating impedance EBG (AI-EBG) structure was 

designed, modeled, and simulated for noise isolation/suppression in mixed-signal 

systems, which included the following: 

a. This  EBG  structure  was  optimized  to  produce excellent  isolation  level  

     (-100 dB ~ -140 dB) using the transmission matrix method (TMM). The    

simulation results from TMM were verified using a full-wave solver 

(Sonnet
TM

). This EBG structure produces the best isolation reported.  

b. The simulation methodology for the AI-EBG structure was proposed. 

Currently, full-wave solvers based on FEM or FDTD are used for 

simulating EBG structures. But these methods are computationally 

expensive and sometimes simulation is not possible due to large memory 

requirements. The AI-EBG structure was simulated to produce accurate 

results using TMM. 

c. The modeling and analysis of the novel EBG structure was discussed. 

Since this EBG structure consists of sections of high and low characteristic 

impedances, the EBG structure can be called as alternating impedance 

EBG (AI-EBG) structure. This EBG structure maximizes destructive wave 

interference in the stopband frequency range, which produces excellent 

isolation level in the bandgap frequency range.  

3. Model to hardware correlation of AI-EBG structure: To verify the simulated 

results, AI-EBG structures were fabricated using standard PCB processes. The S-
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parameter measurements were carried out using an Agilent 8720 ES vector 

network analyzer (VNA). The S-parameter measurement results showed excellent 

isolation for the EBG structure. The model to hardware correlation was also 

shown. Finally, the frequency tunability of the AI-EBG structure was shown 

through fabrication and measurement. 

4. Parametric analysis of AI-EBG structure: The effect of critical parameters on 

bandgap frequency and isolation level in the AI-EBG structure were investigated 

by varying material and geometrical parameters through simulations. In addition 

to this, multi-layer effects of the AI-EBG structure were also studied. For this 

purpose, the liquid crystalline polymer (LCP) was chosen as a dielectric material. 

For comparison, three different cases were tested: a single plane pair, two plane 

pairs, and three plane pairs. The main purpose of this study was to see if it is 

possible to get better isolation from multi-layer structures with AI-EBG structure.   

5. Theoretical analysis of AI-EBG structure: An efficient method to calculate the 

stopband center frequency of the AI-EBG structure was developed using the 

Brillouin zone concept. A dispersion analysis of the AI-EBG structure was 

computed by the transmission line network (TLN) method. In the TLN approach, 

a dispersion diagram was calculated using the unit cell in the AI-EBG structure. 

Due to the symmetry of the unit cell in the EBG structure, propagation through 

such a medium contains redundant propagation wave vectors. Hence, the unique 

vectors can be grouped in a region called the Brillouin Zone and the propagation 

characteristics of the AI-EBG structure can be obtained by analyzing the unit cell 
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(Brillouin Zone) in the AI-EBG structure. Finally, the cutoff frequency of the AI-

EBG structure was investigated using the image parameter method. 

6. Noise suppression and isolation in mixed-signal systems containing the AI-

EBG structure: Mixed-signal systems were designed for supplying power to a 

Field Programmable Gate Array (FPGA) driving a 300 MHz bus with an 

integrated low noise amplifier (LNA) operating at 2.13 GHz. The mixed-signal 

system with and without the AI-EBG structure were designed, simulated, 

fabricated, and measured. The measured results were compared with simulation 

results, which included the following: 

a. The mixed-signal system simulations with and without the AI-EBG 

structure were performed in HP-ADS to see noise isolation levels 

available. The simulation results show that the proposed AI-EBG structure 

is a good candidate to suppress noise from digital circuits. 

b. The realistic mixed-signal system with and without the AI-EBG structure 

was designed and fabricated to see noise suppression effects due to AI-

EBG structure. These mixed-signal test vehicles consist of an FPGA 

(driving a 300 MHz bus) and a Low Noise Amplifier (LNA) (operating at 

2.13 GHz) which were fabricated on the FR4 based substrate. The board 

was a three metal layer PCB that measured 10.08 cm by 4.02 cm. The first 

metal layer was a signal layer, the second metal layer was a ground layer 

(Gnd), and the third metal layer is a power layer (Vdd). The AI-EBG 

structure was located in a ground layer in this test vehicle. The 

measurement results for the mixed-signal systems with and without the AI-
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EBG structure proved that harmonic noise peaks due to digital circuits 

have been suppressed completely in the stopband frequency range using 

the AI-EBG structure. 

7. Signal integrity analysis: The power delivery network needs to function along 

with the signal lines for high-speed transmission. Since the power and ground 

planes carry the return currents for the signal transmission lines, the impact of the 

EBG structures on signal transmission needs to be analyzed. Signal integrity 

analysis was performed by analyzing the characteristic impedance profile obtained 

from time domain reflectometry (TDR) measurements.   

8. Near and far field simulation and measurements: The periodic gaps in the AI-

EBG structure could create electromagnetic interference (EMI) problems if the 

AI-EBG plane is used as a reference plane. Hence, radiation analysis of the AI-

EBG structure is important. For radiation analysis, three test vehicles were 

designed and fabricated for far field and near field measurements. Simulation 

results using a full wave solver (SONNET
TM

) were compared with measurement 

results. 

a. Near field measurements were carried out using EMC Precision Scan 

(EPS-3000) equipment and NEC probe (CP-25) for the three test vehicles. 

The measurement results were compared with the simulation results using 

a full wave solver. 

b. Far field measurements were performed using an Anritsu MG3642A RF 

signal generator, an Agilent E4440A spectrum analyzer, and an antenna in 

an anechoic chamber. These measurement results were also compared with 
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the simulation results from a full wave solver.  

9. Design methodology in mixed-signal systems with the AI-EBG structure: 

Through signal integrity, near and far field analyses, it is clear that design 

methodology is needed to avoid problems associated with signal integrity as well 

as EMI when the AI-EBG structure is employed in mixed-signal systems.  

Without a proper stack-up of planes in the mixed-signal system containing the AI-

EBG structure, it is not possible to avoid problems associated with signal integrity 

as well as EMI. Hence, it is critical to develop the design methodology for 

avoiding these problems when the AI-EBG structure is used in a power 

distribution network. The best solution for avoiding the signal integrity and EMI 

problems is to use a solid plane as a reference plane, rather than the AI-EBG 

plane. 

10. Ultra wide band (UWB) applications of the AI-EBG structure: Ultra wide 

band technology offers a solution for the bandwidth, cost, power consumption, 

and physical size requirements of next generation consumer electronic devices. In 

addition, UWB enables wireless connectivity with consistent high data rates across 

multiple devices and PCs within the digital home and office. UWB radios can use 

frequencies from 3.1 GHz to 10.6 GHz. In UWB technology, since the maximum 

signal power is limited to a very low level by Federal Communications 

Commission (FCC), any noise from digital circuits could destroy RF circuit 

performance. Hence, noise suppression is a major bottleneck for UWB 

technology. Various novel hybrid AI-EBG structures were designed, simulated, 

fabricated, and measured for UWB applications.  
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The remainder of this dissertation is organized as follows. Chapter 2 presents the 

modeling and analysis of power distribution network in high-speed digital system. In this 

chapter, an efficient methodology is suggested for analyzing power distribution networks 

(PDN) in digital systems.  This methodology consists of the transmission matrix method 

(TMM) in the frequency domain and the macromodeling method in the time domain. It is 

shown that it is possible to compute power supply noise efficiently through this hybrid 

methodology. In addition, the coupling between two isolated planes, which is a 

detrimental effect to the system with a low voltage signaling in a high-speed digital 

system, is discussed. The design of the AI-EBG structure is discussed and a theoretical 

analysis of the AI-EBG structure is also shown in Chapter 3. In Chapter 4, the modeling, 

and analysis of a novel EBG structure called the alternating impedance electromagnetic 

bandgap (AI-EBG) structure are described. Chapter 5 shows noise suppression and 

isolation in the mixed-signal system with the AI-EBG structure as well as 

characterization of the AI-EBG structure. Novel hybrid AI-EBG structures for UWB 

applications are discussed in Chapter 6.  The conclusions and future works are provided 

in Chapter 7. 
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CHAPTER 2 

Modeling and Analysis of Power Distribution 

Network in High-Speed Digital Systems 

 

Over the last decade, the scaling of the CMOS transistor has enabled the design of 

microprocessors operating at multi-gigahertz frequencies. This trend, based on the 

International Technology Roadmap for Semiconductors (ITRS), is expected to continue 

over many years for both desktop and mobile computers. Along with the scaling of the 

transistor, the number of transistors on a chip is doubling every 18 months, based on 

Moore’s law. In addition, long-haul communication bandwidth is estimated to be 

doubling every nine months, much faster than Moore’s law. This has resulted in the 

integration of short-range, low-power communication technologies such as IEEE 802.11, 

Bluetooth, and ultra wide band (UWB) into mobile computers. Integrating these 

technologies has increased the data processing requirements and computing capabilities 

in mobile devices. 

A combination of voltage scaling and Moore’s law is causing an alarming 

increase in the power consumed by microprocessors. Since computers are broadband 

systems, the current needs to be supplied to the switching circuits over a broad frequency 

range from DC to at least the fundamental clock frequency. This trend in microprocessors 

is causing a major challenge for distributing power in computer systems. With voltage 
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scaling and wireless integration in mobile computers, the tolerance to power supply noise 

is rapidly decreasing.  

A major contribution to power supply noise is from the package and board level 

interconnections. Because of their distributed electrical characteristics, package and 

board interconnections can support electromagnetic waves in the power distribution 

network. These electromagnetic waves cause detrimental effects to the switching circuits, 

such as excessive power supply noise and coupling. To minimize such noise behavior, 

pre-layout analysis and post-layout verification of the power distribution network are 

necessary. 

One of the most important areas in high-speed digital systems is the design and 

analysis of the power distribution network. The power distribution network supplies   

power to core logic and I/O circuits in any digital system. As clock speeds increase, and 

signal rise time and supply voltages decrease, the transient currents injected into the 

power distribution planes can induce voltage fluctuations on the power distribution 

network [1]. This undesired voltage fluctuation on the power/ground planes is commonly 

known as switching noise or delta-I noise. Power supply noise leads to unwanted effects 

on the power distribution network (PDN) such as ground bounce, false triggering in 

digital circuits, and waveform distortion in the time domain. It has been shown that 

power supply noise induced by a large number of simultaneously switching circuits in a 

printed circuit board (PCB) or multichip module (MCM) can limit the performance of the 

system [31]. Therefore, the power distribution network should be designed to have a low 

impedance over the entire bandwidth of the signal so that the transient currents do not 

cause excess voltage noise on the power distribution network [32]. However, the design 
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of the PDN to achieve this goal is difficult since modern CMOS microprocessors or 

application-specific integrated circuits (ASICs) have thousands of drivers that switch 

simultaneously within a clock cycle. With the trend toward low-voltage and low-power 

signaling in mobile computers, the power supply noise can be a major bottleneck for the 

reliable functioning of the system. 

For meeting the high bandwidth demands and low-power requirements, digital 

technologies are quickly moving to gigabit data rate and subvoltage range signaling 

levels. To meet these requirements, Rambus has introduced the Yellowstone signaling 

technology utilizing a bidirectional 200 mV swing Differential Rambus Signaling Level 

(DRSL) with a data transfer rate starting at 3.2 Gbps/pair and scalable to 6.4 Gbps/pair 

[33]. These very high-operating frequencies and low-voltage swing place increasing 

demands on the quality of the power distribution network. Therefore, accurate analysis of 

the PDN has become critical for optimizing the performance of high-speed systems. 

In the past, various numerical methods have been developed to analyze power 

distribution networks. Examples include Speed from Sigrity [34], [35], which is based on 

a finite difference time domain (FDTD) method, the transmission line method [36], [37], 

which uses a two-dimensional array of transmission lines or distributed RLCG elements 

in SPICE, the cavity resonator method [38], [39], the transmission matrix method (TMM) 

[40]-[42], and a circuit extraction approach based on the mixed-potential integral 

equation formulation (CEMPIE) method which is an extension of the partial-element 

equivalent circuit approach [43]. It has been shown in [40] that the transmission matrix 

method is efficient for analyzing electrically large power/ground planes of irregular 

shape. Though TMM computes the frequency response of power/ground planes, the 
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results have to be combined with transmission lines and nonlinear drivers for computing 

the power supply noise. 

In this chapter, a hybrid method that combines the transmission matrix method 

(TMM) and macromodeling method has been applied to the Rambus board for computing 

power supply noise. The output of this analysis is a methodology that is useful for 

analyzing the PDN in digital systems such as mobile computers, which is the primary 

contribution of this chapter. Even though the method presented has been applied for post-

layout verification, the method also lends itself to pre-layout analysis. Here, the methods 

can be used to estimate the layer stack-up, layer assignment, decoupling strategies, power 

islands, etc. for meeting the power supply noise budget.   

 

2.1 Efficient hybrid methodology for analyzing PDN 

The computation of power supply noise requires the simulation of nonlinear drivers 

in the presence of non-ideal supply voltages. The voltages to the nonlinear drivers are 

supplied through the PDN from the voltage regulator modules on the PCB. The PDN 

typically contains power/ground planes and decoupling capacitors attached together using 

numerous vias for high-frequency applications. The PDN is best analyzed and designed 

in the frequency domain [42]. However, the power supply noise is a transient 

phenomenon that needs to be computed in the time domain. The power supply noise is 

affected by the nonlinearity of the drivers. Hence, for understanding the impact of power 

supply noise on system performance, a hybrid method is required whereby nonlinear 

drivers can be simulated in the time domain with the frequency response of the PDNs. 
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Recently, a hybrid method for analyzing the PDN was proposed in [44]. This 

methodology preserves the accuracy of field simulators and concurrently improves the 

computational efficiency for the analysis of the entire system. First, the frequency 

response, such as impedance, is computed using the transmission matrix method. Then, a 

black box representation of the PDN is generated at the desired ports using 

macromodeling. The macromodel can be synthesized into SPICE net-lists and combined 

with drivers for enabling nonlinear circuit simulation. Finally, the macromodel of the 

PDN, nonlinear drivers, and transmission lines are simulated in conventional circuit 

simulators like SPICE. This methodology is shown in Figure 2.1. This section describes 

the details of this methodology for analyzing PDNs in complex systems. 

 

 

Figure 2.1 Modeling and simulation methodology for PDN. 
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The transmission matrix method offers an efficient technique for analyzing 

realistic power distribution networks [40]-[42]. Using the property that power distribution 

networks in the package and board can be represented as a cascade of unit cells 

consisting of distributed and repeated RLCG circuit elements, the multi-input/multi-

output transmission matrix method can be used to simulate arbitrarily shaped, electrically 

large structures efficiently. Since the transmission matrix method is based on a multi-

input/multi-output transfer function, the response of the PDN at specific ports can be 

computed by multiplying the individual square matrices. Once the matrix of the overall 

network is computed, it can be converted into a scattering matrix (S), an admittance 

matrix (Y), or an impedance matrix (Z) at specific points on the network. Therefore, 

while retaining the same size of the matrix for the overall network, the transmission 

matrix method provides the flexibility for analyzing large networks containing up to 20 

power/ground plane pairs with relative ease. The salient features of the method are that it 

requires small memory and the CPU time scales linearly as the number of power/ground 

planes is increased. The transmission matrix method has been used in this section for 

computing the frequency response of the PDN. 

The distributed behavior of interconnects at either the chip or package level can be 

extracted in the frequency domain from an electromagnetic simulation or from 

measurements. The response of the structure is available as frequency-dependent data 

that represents the scattering (S), admittance (Y), or impedance (Z) parameters. This 

information can be represented as a black box, which can be used to capture the behavior 

of the structure at the input/output ports. This black box representation of passive circuits 

can be modeled using macromodels based on rational functions. The macromodels can be 
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combined with a larger circuit by synthesizing SPICE net-lists for time domain 

simulation. 

 

2.2 Transmission matrix method (TMM) 

Power/ground planes represent large metal layers separated by a small dielectric 

distance, as shown in Figure 2.2. Because of the small dielectric distance, power/ground 

planes in the package and PCB are capacitive at low frequencies and are therefore ideal 

for supplying power to the integrated circuits. However, with an increase in frequency, 

planes become inductive and resonate at discrete frequencies [1]. Integrated circuits that 

trigger these resonances can result in large voltage variations on the PDNs. Hence, 

power/ground planes need to be carefully analyzed based on the frequency response. 

Since power/ground planes are electrically large structures, their analysis is nontrivial.  

The transmission matrix method was first proposed by Dr. Joong-Ho Kim at 

Georgia Tech [67]. Power/ground planes can be divided into unit cells, as shown in 

Figure 2.2, and represented using a lumped element model for each cell, as described in 

[45]. The lumped element model parameters are computed from the physical structure. 

Each cell consists of an equivalent circuit with R, L, C, and G components, as shown in 

Figure 2.2 for a rectangular structure. Each unit cell can be represented using either a T or 

Π model [46], [47] as shown in the figure. Both models lead to similar results as 

discussed in [40]. The equivalent circuit parameters for a unit cell can be derived from 

quasi-static models, provided the dielectric separation (d) is much less than the metal 

dimensions (a, b) [48], which is true for power/ground plane pairs. From the lateral 

dimension of a unit cell (w), separation between planes (d), dielectric constant (ε), loss 
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tangent of dielectric ( )tan(δ ),metal thickness (t), and metal conductivity ( cσ ), the  

equivalent  circuit  parameters of  a unit cell can be computed as: 

 

 
(a) 

 
(b) 

Figure 2.2 (a) Plane pair structure and (b) Unit cell and equivalent circuit (T and Π 

models).  
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where oε  is the permittivity of free space, oµ  is the permeability of free space, and rε  is 

the relative permittivity of the dielectric. The parameter DC
R  is the resistance of both the 



 56 

power and ground planes for a steady DC current, where the planes are assumed to be of 

uniform cross-section. The AC resistance AC
R accounts for the skin effect on both 

conductors. The shunt conductance dG  represents the dielectric loss in the material 

between the planes. 

By approximating the unit cell, a distributed network of RLCG elements can be 

generated for rectangular planes, as shown in Figure 2.2. Using a distributed network of 

RLCG elements, each rectangular plane pair can be divided into )1N()1M( −×−  unit  

cells.  The  )1N()1M( −×−   unit  cells  can  be  represented  as  a 

)NM(2)NM(2 ×××  matrix formed by )NM( ×  input ports and )NM( ×  output 

ports. This is shown in Figure 2.3 for the Π equivalent circuit for the unit cells, which are 

cascaded to represent a pair of power/ground planes shown in Figure 2.2. 

 

 

Figure 2.3 Equivalent circuit for a pair of power/ground planes. 
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From Figure 2.3, the input ports are indexed as 1 to )NM( × , and the output ports are 

indexed as 1)NM( +×  to )NM(2 × . The transmission matrix for the )NM(2 ×   port 

network can be derived in terms of the node voltages and port currents. Using the 22×  

block matrix representation, the transmission matrix can be represented to relate the 

voltages and currents as  

 

                                                
[ ] [ ]
[ ] [ ] outpoutpin

outpoutpin

IDVCI

IBVAV

+=

+=
                                      (2.2) 

.where

)(2

2

1

)(2

2

1

2

1

2

1





















=





















=



















=



















=

×

+×

+×

×

+×

+×

×× NM

NM

NM

out

NM

NM

NM

out

NM

in

NM

in

I

I

I

I

V

V

V

V

I

I

I

I

V

V

V

V
MMMM

    

The above transmission matrix for a power/ground plane pair can be rewritten in the 

simpler form: 

                                             







=








=

IC

0I

DC

BA
T

ppp

pp
p                                     (2.3) 

where [ ]I  is the identity matrix, [ ]0  is the null matrix, and [ pC ] represents 

)NM()NM( ×××  matrices.  In equation (3.3), the  matrix [ pC ] is of the form 
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As can be seen in equation (2.4), the transmission matrix for a power/ground pair is tri-

diagonal and sparse, which enables a reduction in memory usage and CPU run time when 

this method is applied to realistic structures [42].  

The matrix computation in equations (2.2), (2.3), and (2.4) can be further reduced to 

compute the frequency response at specific ports in the network [42]. For irregular 

structures, the structure can be approximated using a rectangular array of unit cells where 

the nonmetallic areas are padded with zero matrix elements [40].  
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2.3 Rambus test vehicle 

This section describes the test vehicle used for PDN analysis and for computing 

power supply noise. The Yellowstone test vehicle from Rambus consists of transmitter 

and receiver chips wirebonded onto plastic ball grid array (PBGA) packages on a PCB. 

The PBGA packages are directly attached to the board using solder balls or using 

sockets. This test vehicle is shown in Figure 2.4. The board is a six layer PCB that is 12.8 

inches by 9.5 inches in size, as shown in Figure 2.5. In this figure, the PCB consists of  

two voltage planes, two ground planes, and  two signal lines.  

 

 

Figure 2.4 Test vehicle from Rambus. 

 

Layer 3 is a voltage plane that provides 5 V to the peripherals on the board. It also  

has  two irregular-shaped power islands of 1.2 V, master and slave sections, to supply  

voltage to the transmitter and receiver chips on the board, respectively, as shown in 

Figure 2.6.  Layer 4  is a 1.2 V split plane,  which  serves  the  master and slave sections 

and includes a small island at the center with 3.3 V to supply voltage to  the  clock  

generation chip, as  shown  in  Figure 2.6.  The  purpose  of  the  split  plane is to monitor 
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Figure 2.5 Cross-section of the PCB. 

 

the power drawn by each subsystem. These two split planes are connected using a 

jumper. Layers 2 and 5 are solid ground planes.  Layer 1 and layer 6 are signal layers for 

low- and high-speed interconnects, respectively, as shown in Figure 2.6. The low-speed 

signal transmission lines are single ended and their characteristic impedances are 

designed for 50 Ω using a trace width of 7 mils and 18 mil spacing. The high-speed 

signal nets are differential and are designed with a 6 mil width and 11.5 mil spacing. The 

differential traces have been designed to provide a 100 Ω differential impedance. The 

signal trace thickness on layer 1 and layer 6 is 0.7 mils. There are three ferrite beads on 

the board. All the ferrite beads are attached on the top surface next to the voltage 

regulators. One ferrite bead has been used for each supply voltage (i.e., 1.2 V, 3.3 V, and 

5 V). The purpose of the ferrite bead is to isolate the power planes from any power 

supply noise.  For example, the ferrite bead is placed on the 1.2 V external supply in layer 

1  to ensure that the 1.2 V supply that  is being fed to the two islands is clean and  free  of  
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Figure 2.6 Power and signal plane layers of the PCB (a) Layer 1: signal layer for low-

speed signal transmission lines, (b) Layer 6: signal layer for high-speed signal 

transmission lines, (c) Layer 3: power layer (5 V and 1.2 V master and slave islands), and 

(d) Layer 4: power layer (1.2 V split plane and 3.3 V island). 

 

any power supply noise from other sources.   After the ferrite bead,  the 1.2 V  is split 

into the master and slave supply in layer 3 through vias [49]. The dielectric material of 

the PCB is FR4 with a relative permittivity, εr = 4.5, the conductor is copper with 

conductivity, σc = 5.8 x 10
7
 S/m, and dielectric loss tangent, tan (δ) = 0.02 at 1 GHz. The 

copper thickness for layer 1 and layer 6 is 0.75 mils and the copper thickness for other 

layers is 1.5 mils.  

To check the accuracy of the transmission matrix method, the frequency response of 

the plane pair consisting of layers 4 and 5 was analyzed. The physical layout of layer 4 is 

shown in Figure 2.7, which consists of two planes separated around the mid-section. In 
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the test vehicle, layers 4 and 5 contained decoupling capacitors that could either be 

soldered or removed. Hence, the frequency response of the plane pair could be measured 

with and without decoupling capacitors. For all cases, the frequency response was 

measured at locations C238 (x = 2712.5 mils, y = 5687.5 mils) and C217 (x = 2712.5 

mils, y = 687.5 mils) on the master section, as shown in Figure 2.7. These locations 

represented decoupling capacitor locations where pads were available for probing the 

power/ground plane. 

 

 

Figure 2.7 Locations of C217 and C238 sites on layer 4. 

 

The transmission matrix method was used to calculate self-impedances at ports 

C238 and C217, and transfer impedance between ports C288 and C217. The planes were 

approximated as rectangular planes without any loss in accuracy.  To  verify the accuracy  
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(a) 

  
(b) 

Figure 2.8 Model-to-hardware correlation with and without pad parasitics (a) Self-

impedance at port C238, (b) Transfer impedance between port C238 and port C217, and 

(c) Self-impedance at port C217. 
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(c) 

 

Figure 2.8 Model-to-hardware correlation with and without pad parasitics (a) Self-

impedance at port C238, (b) Transfer impedance between port C238 and port C217, and 

(c) Self-impedance at port C217. 
 

 

of the transmission matrix method, various measurements using a vector network 

analyzer  (VNA)  were  performed.   The  model-to-hardware  correlation  results  for  the  

bare board (no decoupling capacitors) are shown in Figure 2.8 from 10 MHz to 6 GHz. 

From the figure, transfer impedance Z12 (dashed line) shows good model-to-hardware 

correlation. However, self-impedances Z11 (dashed line) and Z22 (dashed line) have a 

large discrepancy between modeling and measurement. This is due to the pad inductance 

and resistance, which were not included in the initial model.   

The importance of the pad inductance and resistance on the frequency response of 

power/ground planes can be explained using Figure 2.9. In this figure, the frequency 

response of the plane pair is represented as a black box. The resistance and inductance at 
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the input and output ports are due to pads that are added in series to the power/ground 

planes. Hence, in Figure 2.9, the relationship between the measured voltages and currents 

can be written as 
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In (2.5), the pad parasitics only affect the self-impedance, but not the transfer impedance 

of the power/ground planes. Hence, it is important to note that self-impedances are 

sensitive     and     require    accurate    calibration.    Consequently,   transfer   impedance 

measurements are more reliable. 

 

 

Figure 2.9 Modified equivalent network of the power/ground planes.  

 

Since the transmission matrix method is a circuit-based formulation, the pad 

parasitics can be added to the model with ease. With the pad parasitics added, the 

modeling results for self-impedances (Z11; solid line) at port C238 and port C217 and 

transfer impedance (Z12; solid line) between port C238 and port C217 were compared 

with measurement results (dotted lines) between 10 MHz and 6 GHz in Figure 2.8.  

These results show very good correlation between modeling and measurement results. 
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Next, the effects of decoupling capacitors on transfer impedance were 

investigated. The decoupling capacitors with value of 100 nF were placed at different 

locations on the board. The equivalent series inductance (ESL) and equivalent series 

resistance (ESR) of the decoupling capacitors were 0.55 nH and 0.02 Ω, respectively.  

The model-to-hardware correlations with decoupling capacitors are shown in Figure 2.10.  

The first null frequency and magnitude of transfer impedances are affected, as can be 

seen in Figure 2.10.  

This can be explained using the schematic in Figure 2.11, which shows a capacitor 

represented as a series RLC circuit connected to the power/ground planes. The static 

capacitance of 12.5 nF between planes is shown in the figure. For a single decoupling 

capacitor, the self-resonant frequency (SRF) is given as  

                                      SRF = 

CL captotal
π2

1  ≅ 16.57 MHz,                                   (2.6) 

where Ltotal = 0.923 nH = (Lcap(ESL of decoupling capacitor) + Lpad(inductance of pad 

connected to decoupling capacitor))  and Ccap(capacitance of decoupling capacitor) = 100 

nF.  The impedance magnitude at the SRF represents the ESR of the decoupling capacitor. 

If   the  capacitance  between   power  and ground layers  is  minimal  and  Ccap >> Cplane, 

where Cplane(plane capacitance) = 12.5 nF, the parallel resonant frequency (PRF) can be 

approximated as  

                                        PRF = 

CL planetotal
π2

1  ≅ 46.86 MHz.                            (2.7) 
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(a) 

 
(b) 

 

Figure 2.10 Model-to-hardware correlation of transfer impedances between port C238 

and port C217 in layer 4 and layer 5 in the PCB (a) Transfer impedance between port 

C238 and port C217 with a decoupling capacitor,  (b) Transfer impedance with two 

decoupling capacitors, and  (c) Transfer impedance with 18 decoupling capacitors. 
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(c) 

 

Figure 2.10 Model-to-hardware correlation of transfer impedances between port C238 

and port C217 in layer 4 and layer 5 in the PCB (a) Transfer impedance between port 

C238 and port C217 with a decoupling capacitor, (b) Transfer impedance with two 

decoupling capacitors, and  (c) Transfer impedance with 18 decoupling capacitors. 

 
 

In Figure 2.10 (a),  the  addition  of  a  decoupling capacitor results in a first null at 16.57 

MHz,  while  the  first  peak  occurs  at  46.86 MHz.  Figure 2.10 (b)  shows  the  transfer 

impedance magnitude when two decoupling capacitors are attached. In this case, the first 

null remains at the same location, while the first peak moves to a higher frequency. This 

is due to the doubling in the capacitance and  a reduction in the inductance to half its 

original value, which does not change the SRF but increases the PRF. Both Figure 2.10 

(a) and (b) show good-model-to hardware correlation. In Figure 2.10 (c), all the 

decoupling capacitors (18) on the PCB were added and the results still show good model-

to-hardware correlation, validating the accuracy of the transmission matrix method for 

modeling power/ground planes up to high frequencies.  From Figure 2.10, the addition of 
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18 decoupling capacitors results in very low impedance up to 100 MHz.  In Figure 2.10, 

the peaks in the frequency response are produced by standing wave resonances, which are 

undesirable [38]. 

 

 

Figure 2.11 Model of power/ground plane pair with a decoupling capacitor. 

 

 

It is important to note that the measured results in Figure 2.8 and Figure 2.10 are for 

loaded boards  containing  many  nonidealities. Hence, the  correlation  between  

modeling  and measurements in  Figure 2.8 and Figure 2.10 is considered to be quite 

good, even though the results do not show exact correlation at higher frequencies.  

 

2.4 Modeling of master-slave power distribution network 

 In the previous section, though layers 4 and 5 were modeled, these represented 

dummy layers that were used for checking the accuracy of the transmission matrix 

method. In reality, layers 2 and 3 were used to supply power to the master and slave 

chips, as shown in Figure 2.6. Layer 2 represented a continuous ground plane while a 

split plane structure was used in layer 3 for Vdd, as shown in Figure 2.12. The two 

islands on the master and slave sections were connected to a 1.2 V small narrow strip 
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power island and 1.2 V voltage regulator in layer 1 through 7 vias, as shown in Figure 

2.12.  A ferrite bead of inductance 120 nH was used to filter any power supply noise, as 

shown in Figure 2.12. There were 48 decoupling capacitors on the master and slave 

power islands in layer 3. 

 

 

 

Figure 2.12 Modeling of master and slave islands. 
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Three ports were defined on the PDN, as shown in Figure 2.12, to represent the 

positions of the voltage regulator (port 1), master chip (port 2), and slave chip (port 3). 

Though additional ports could be used to represent the chip, no major change in the 

frequency response was observed with additional ports. All the voltages at the ports were  

defined between the voltage and ground planes, with coordinates as shown in Figure 

2.12. The irregular structure shown in Figure 2.12 was modeled using the transmission 

matrix method. A rectangular grid was used, as shown in Figure 2.12, with a unit cell size 

of 0.385 cm x 0.385 cm, which corresponds to an electrical size of λ/6.2 at 6 GHz. This 

resulted in 1,087 unit cells for approximating the structure, which included the narrow 

rectangular strip on layer 1, voltage regulator on layer 1, the continuous ground plane on 

layer 2, and the split plane in layer 3, as shown in Figure 2.12. The seven vias connecting 

layers 1 and 3 were represented as short circuits and modeled in TMM by enforcing the 

continuity of the currents and voltages at these sections. TMM was used to compute the 3 

x 3 impedance matrix, which provides the self- and transfer impedance at the three port 

locations. The transfer impedance of the master and slave sections in layer 3 was 

simulated across the master and slave split sections from 10 MHz to 6 GHz. In addition, 

the self-impedances of the master and slave sections were computed. The self-impedance 

within the master and within the slave sections remains almost identical, as shown in 

Figure 2.13 (a).  

The self-impedance (Z11) seen from the voltage regulator shows higher impedance 

than either Z22 or Z33. This is because a narrow strip was used to supply the charge to the 

switching circuits in layer 1. The narrow strip has smaller capacitance, larger inductance, 

and therefore larger impedance. In Figure 2.13 (b), the transfer impedance between the  
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(a) 

 
(b) 

 

Figure 2.13 Impedances of master and slave islands (a) Self-impedances at port 1, 2, and 

3  and (b) Transfer impedance between port 2 in master island and port 3 in slave island.  
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master and slave split sections show little coupling at low frequencies since separate 

islands were used to supply power to the master and slave sections. However, substantial 

coupling between the master and slave sections was observed at high frequencies even 

though these sections were separated.  This is because  the narrow strip from the voltage 

regulator was used to maintain the same potential on the two islands using vias. This 

induces capacitive coupling between the two islands. When the strip from the voltage 

regulator used to maintain the same potential on the two islands creates a resonance, 

energy is coupled through the coupling capacitance. This kind of behavior can be 

explained using a simple equivalent circuit, as shown in Figure 2.14. In this figure, 2.5 

nH of inductance is the spreading inductance from the decoupling capacitor to the master 

and   slave   chips.  Each  chip  has  12  capacitors  in  parallel,  which  results  in  a  small  

 

 

 

                             (a)                                                                              (b) 

 

Figure 2.14 (a) Equivalent circuit for coupling between master and slave islands (b) its 

transfer impedance response between port 2 and port 3. 
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impedance at low frequencies. The circuit in Figure 2.14 generates a null at 21.47 MHz 

and a peak at 512.15 MHz, similar to the coupling shown in Figure 2.13 (b). Hence, 

isolated islands can couple energy at high frequencies, which is a detrimental effect for 

low-voltage signaling methods. 

 

2.5 Modeling and analysis of power supply noise 

Three-port impedance parameters from 10 kHz to 6 GHz, as shown in Figure 2.13 

were generated using the transmission matrix method. These were converted to 

admittance parameters that were used as inputs to the macromodeling program. Using the 

macromodeling method in [78], the frequency response was divided into irregular 

subbands. This was because the admittance parameters had highly unbalanced amplitudes 

that varied from 7.4498 x 10
-9

 to 227.6 [mho] from DC to 6 GHz. The comparison 

between the input y-parameters and the macromodels is shown in Figure 2.15 for Y22 and 

Y23, which shows good agreement between the input y-parameter data and the 

macromodels.  

The time domain simulation was performed in HSPICE using a macromodel of 

the power/ground planes, differential drivers, and transmission lines for computing power 

supply noise. The schematic for simulating power supply noise is shown in Figure 2.16. 

The driver model used was a time-dependent resistive switch representing four 

differential drivers. The drivers were connected to four differential transmission lines.  

The differential drivers with 0.05 ns rise time and 0.05 ns fall time were powered from 

port 2. The differential transmission lines with 100 Ω characteristic impedance (50 Ω 

characteristic impedance to ground) and 1 ns delay was connected to the output of the 
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driver. A standard transmission line model available in HSPICE was used to represent the 

transmission lines. The far end of the transmission lines was terminated in a 50 Ω for 

matching and connected to 0.3 V supply voltage. Port 3, representing 1.2 V power supply 

for the slave chip, was left unterminated. Hence, the differential transmission lines 

provide the communication path between the master and slave chips. The voltage 

regulator module  with 0.6 V  supply  voltage  is  connected between port 1 and ground in 

Figure 2.16. 

 

 

Figure 2.15 Comparison between the input Y-parameters and macromodels. 
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In Figure 2.5, the two ground planes are connected to each other using numerous 

vias. Hence, the potential of the two ground planes is maintained constant at the same 

potential.  In Figure 2.16, the  differential  transmission lines are referenced to the ground 

plane, which is consistent with the cross-section in Figure 2.5. When drivers switch from  

high to low or low to high, they deposit time-varying charges on the power/ground 

planes. These time-varying charges result in a current source that excites electromagnetic 

waves between the power/ground planes, causing them to bounce [50], [51]. The time-

varying charges are a direct result of the return current on the planes. Hence, appropriate 

referencing  for  the  transmission  lines  in  Figure 2.16 is important for simulating power 

 

 

Figure 2.16 Modeling of power supply noise with differential drivers, transmission lines 

and PDN macromodel. 
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supply noise. 

The time domain waveform of power supply noise between port 2 and ground is 

shown in Figure 2.17. In this figure, the maximum power supply noise occurs when the 

driver output changes from low to high or from high to low. This is because the return 

current from the transmission lines on the power/ground planes excites electromagnetic 

waves, causing plane bounce. In packages containing planes, the return current is on a 

reference plane that is in close proximity to the transmission line. This is because, at high 

speed, the return current follows the path of least inductance, not the path of least 

resistance. The lowest inductance return path lies directly under a signal conductor, 

minimizing the total loop area between outgoing and returning current paths [52]. 

 

 

Figure 2.17 Power supply noise simulation results (a) Differential driver output 

waveform and (b) Power supply noise between port 2 and ground. 
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This effect is captured in Figure 2.17. In this figure, even though the peak noise 

occurs during the transition, the power supply continues to bounce even between 

transitions. This is due to the Q-factor of the power/ground planes. Perfectly balanced 

differential drivers cannot generate power supply noise. This is because the current drawn 

from Vdd is perfectly balanced by the current into ground. However, process variations 

cause an imbalance in the driver output current. This condition has been simulated by 

injecting a 10 ps delay between the differential inputs. The switching of four differential 

drivers result in a power supply noise of 40 mV, as shown in Figure 2.17. To provide a 

measure of the efficiency of the methodology proposed, the CPU time for computing 

power supply noise on a Sun workstation was 36.8 secs. 

 

2.6 Summary 

In this chapter, an efficient modeling and analysis methodology for a PDN in a 

high-speed system has been described. This methodology is based on a hybrid method 

that combines the TMM in frequency domain and the macromodeling method in time 

domain. First, TMM was applied to the PDN in the test vehicle to compute the frequency 

response. The results were correlated with measurement data using vector network 

analyzer measurements. Next, the macromodel representation of the plane pairs was 

generated at the desired ports using macromodeling. Finally, the macromodel of the 

planes, the differential driver model, and transmission lines were co-simulated in 

HSPICE for computing power supply noise. The methodology for modeling and 

analyzing power distribution networks, as presented in this chapter, can be applied to 

complex systems containing numerous chips on multi-layered packages and boards. 
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The important discovery in this chapter through analysis was that substantial 

coupling between the master and slave islands was observed at high frequencies even 

though these islands were separated.  This kind of coupling could result in detrimental 

effects to the system at high frequencies since split planes are supposed to serve as 

isolated islands.  Hence, isolated islands can couple energy at high frequencies, which is 

a detrimental effect for low-voltage signaling methods. This kind of coupling between 

split planes creates a major problem in mixed-signal systems since RF circuits are very 

sensitive to any noise through this kind of coupling. 
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CHAPTER 3 

Alternating Impedance Electromagnetic Bandgap 

(AI-EBG) Structure 

 

In this chapter, a novel two layer EBG structure is discussed. Along with reducing 

the layer count, this structure does not require any blind vias. Moreover, this structure 

provides better isolation level as compared to other EBG structures that have been 

proposed so far.  

A theoretical analysis of the alternating impedance electromagnetic bandgap (AI-

EBG) structure is discussed using the Brillouin zone concept. It is important to 

understand the importance of the reciprocal lattice and Brillouin zone when periodic 

structures such as EBG structures are analyzed. Due to the symmetry of the unit cell in 

the AI-EBG structure, propagation through such a medium contains redundant 

propagation wave vectors. Hence, the unique vectors can be grouped in a region called 

the irreducible Brillouin zone. To this end, the following steps have been taken.  First, the 

reciprocal space has been introduced, compared with the real space, to understand the 

Brillouin zone in the reciprocal space. Second, it has been shown how the Brillouin zone 

can be constructed in the reciprocal lattice. Third, the design of the AI-EBG structure has 

been shown. Fourth, the equation to estimate the stopband center frequency in the first 

stopband of the AI-EBG structure has been developed using the Brillouin zone concept. 

Fifth, the propagation characteristics of the AI-EBG structure has been analyzed using 
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the transmission line network method.  Finally, the cutoff frequency of the AI-EBG 

structure has been studied using the image parameter method. 

 

3.1 Periodic Structures 

Periodic structures have become popular because of their ability for suppressing 

unwanted electromagnetic mode transmission and radiation in microwave and millimeter 

waves [15]-[17]. The EBG structures are periodic structures in which the propagation of 

electromagnetic waves is forbidden in certain frequency bands. In these EBG structures, 

the constructive and destructive interference of electromagnetic waves results in 

transmission and reflection bands [18].  The EBG structure has also been called a 

photonic bandgap (PBG) structure or a frequency selective surface (FSS). A common 

feature of periodic structures is the existence of frequency bands where electromagnetic 

waves are highly attenuating and do not propagate. Analogous to an electrical crystal 

where periodic atoms presents a bandgap prohibiting electron propagation, a photonic 

crystal is made of macroscopic dielectrics periodically placed (or embedded) within a 

surrounding medium. The periodic nature of the structure produces a photonic bandgap 

(PBG) within which photons (waves) are forbidden in a certain frequency range [18].    

Periodic structures support slow wave propagation (slower than the phase velocity 

of the unloaded line) and have passband and stopband characteristics similar to those of 

filters. Therefore, periodic structures are good for applications in antennas, traveling-

wave tubes, and phase shifters [48]. 
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3.2 Bloch Theorem 

An electron in a periodic structure can be characterized by its wave function, 

)(r
r

Ψ . Bloch discovered that such electrons have wave functions in the form of a plane 

wave multiplied by a function that has the periodicity of the direct lattice [68], [69]. That 

is, 

                                  )()exp()( rurkir
kk

rrrr
⋅=Ψ                                      (3.1) 

where k
r

 is wave vector and  

                                                    )()( Rruru
kk

rrr
+=                                             (3.2) 

for all direct lattice vectors R
r

. This result is known as Bloch’s theorem. From equation 

(3.1), we have 

            )()exp()()](exp[)( rRkiRruRrkiRr
kkk

rrrrrrrrrr
ψψ ⋅=++⋅=+                (3.3) 

for any value of k
r

and every R
r

 in the direct lattice. 

Equation (3.3) is an alternative form of Bloch’s theorem. It tells us that the electron wave 

function in any primitive unit cell of the direct lattice differs from that in any other cell 

only by the factor )exp( Rki
rr

⋅ . For real k
r

, this represents a difference in phase. The wave 

vector, k
r

, has dimensions of reciprocal length and belongs in reciprocal space with the 

vector K
r

. Let us assume that the electron wave function also has a wave vector that is 

equal to a reciprocal lattice vector. From equation (3.3), 

                                 )()()exp()( rrRKiRr
KKK

rrrrrr
ψψψ =⋅=+                        (3.4) 

for all R
r

. That is, the electron wave functions 
K

ψ  are periodic in .R
r

 

Let’s assume that an electron has a wave vector k
r

 given by 
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                                       kKk
rrr
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where k
r
′  is some other vector in reciprocal space. From equations (3.3) and 

using 1)exp( =⋅ RKi
rr

, we find that 

                        )()exp()(]})[(exp{)( rRkirRkKiRr
kKk
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ψψψ ⋅′=⋅′+=+                  (3.6) 

or the wave functions 
K

ψ  obey Bloch’s theorem as if they had wave vector k
r
′ . Thus the 

wave function does not have a unique wave vector k
r

but a set of wave vectors that differ 

from each other by the set of reciprocal lattice vectors. 

One important fact that Bloch’s theorem states is that different values of 
→

k  do not 

necessarily lead to different modes. Specifically, a mode with wave vector 
→

k  and a mode 

with wave vector 
→→

+ Kk are the same mode, if 
→

K  is a reciprocal lattice vector. The region 

of important and nonredundant values of 
→

k  is called the Brillouin zone.  

Brillouin zone can be constructed in the reciprocal lattice as follows. First, 

convert real lattice to reciprocal lattice. Second, select a lattice point and draw 

construction lines to the nearest neighboring points.Third, draw lines that perpendicularly  

 

 

Figure 3.1 Construction procedures for Brillouin zone (BZ) in reciprocal lattice. 
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bisect the construction lines. Finally, the smallest enclosed area represents the Brillouin 

zone. Therefore, the Brillouin zone is a primitive cell in the reciprocal lattice.   

 

3.3 Design of AI-EBG Structure 

The alternating impedance electromagnetic bandgap (AI-EBG) structure is a 

metallo-dielectric EBG structure that consists of two metal layers separated by a thin 

dielectric material, as shown in Figure 3.2. In the AI-EBG structure, only one metal 

layer has a periodic pattern which is a two-dimensional (2-D) rectangular lattice with 

each element consisting of a metal patch with four connecting metal branches, as shown 

in Figure 3.3 (a).  

 

 

Figure 3.2 Schematic of three-dimensional (3-D) alternating impedance electromagnetic 

bandgap (AI-EBG) structure. 

 

This EBG structure can be realized with metal patches etched in the power plane (or in 

the ground plane depending on design) connected by metal branches to form a 
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distributed LC network (where L is inductance and C is capacitance). In this structure, a 

metal branch introduces additional inductance while the metal patch and the 

corresponding solid plane form the capacitance. The unit cell of this EBG structure is 

shown in Figure 3.3 (b). The location of metal branches on edges of metal patch was 

optimized  to  ensure  maximum wave destructive interference, which results in excellent  

 

 

(a) 

 

 

(b) 

Figure 3.3 (a) Schematic of periodic pattern in one of power and ground planes and (b) 

Unit cell. 
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isolation characteristics in stopband range.  It  is  important  to  note  that the shape of 

the metal patch and branch can be a square, or a rectangle. Figure 3.3 (a) represents one 

layer of the plane pair where the other layer (not shown) is a solid plane. 

The structure formed in Figure 3.2 does not require blind vias and the dielectric 

thickness can be very thin (1 mil ~ 4 mils), which results in a low-cost process. Hence, 

the AI-EBG structure has the advantage of being simple and can be easily designed and 

fabricated using a standard printed circuit board (PCB) process without the need for 

blind vias and using only two metal layers, compared to the mushroom-type EBG 

structure in [26]-[28], which require three metal layers and blind vias. 

 

3.4 Equivalent circuit representation of AI-EBG structure 

The EBG structure presented in the previous section can be called the alternating 

impedance electromagnetic bandgap (AI-EBG) structure since it consists of alternating 

sections of high and low characteristic impedances, as shown in Figure 3.4. The EBG 

structure in Figure 3.2 is a two-dimensional (2-D) parallel-plate waveguide (or 2-D 

transmission line) with alternating perturbation of its characteristic impedance. The metal 

patch on the top layer and corresponding solid plane on the bottom layer can be 

represented as a parallel-plate waveguide having low characteristic impedance, while the 

metal branch and the corresponding solid plane pair can be treated as a parallel-plate 

waveguide having high characteristic impedance [53].  This is because the characteristic 

impedance in a parallel-plate waveguide for a TEM mode (dominant mode in plane pairs 

with thin dielectrics), is given by 
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                                                    (3.7) 

where η is intrinsic impedance of the dielectric, d is the dielectric thickness, w is the 

width of the metal, L and C are inductance and capacitance per unit length. Since wpatch > 

wbranch and characteristic impedances are inversely proportional to w, Z0 of the metal 

patch is lower than Z0 of the metal branch. Due to this impedance perturbation, wave 

propagation can be suppressed in certain frequency bands.  

 

 

Figure 3.4 EBG structure with alternating impedance. 

 

The AI-EBG dispersion characteristics can also be explained using filter theory. 

Figure 3.4 shows the three-dimensional (3-D) schematic of the EBG structure with 3 

equivalent circuits described. Figure 3.5 (a) shows the one-dimensional (1-D) T-type 
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equivalent circuit of the metal patch including the dielectric and the corresponding solid 

plane. Figure 3.5 (b) shows the 1-D equivalent circuit of the metal branch including the 

dielectric and the corresponding solid plane. In these figures, Cbranch is very small and can 

be neglected due to the size of the metal branch. In addition to the LC elements, small 

parasitic reactances at the interface between the metal patch and branch exist, as shown  

in  Figure  3.5 (c) due to discontinuities caused by the change in width [48]. From Figure 

3.5,  it  is  clear  that  the  resulting  two-dimensional  LC  network  representing  AI-EBG  

 

 

 

 

Figure 3.5 One-dimensional (1-D) equivalent circuits for 3 parts of AI-EBG structure (a) 

1-D equivalent circuit for the metal patch including FR4 and the corresponding metal part 

of the other solid plane, (b) 1-D equivalent circuit for the metal branch part including 

FR4 and the corresponding metal part of the other solid plane, and (c) 1-D equivalent 

circuit for the interface between a metal patch and a metal branch. 
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structure is a low-pass filter (LPF), which has been verified through simulations and 

measurements in Chapter 4.   

 

3.5 Stopband Center Frequency of AI-EBG Structure 

It is possible to obtain the stopband center frequency of the AI-EBG structure 

using the Brillouin zone concept. Figure 3.6 shows the Brillouin zone of the AI-EBG 

structure. The smallest region within the Brillouin zone is called the irreducible Brillouin 

zone, which is shown as a triangle in Figure 3.6. The rest of the Brillouin zone contains 

redundant copies of the irreducible zone. The special points at the corners on the 

Brillouin zone are conventionally known as Γ, X,  and Μ.  From the right and top ends of 

the Brillouin zone in Figure 3.6, we have 

                                   
x

x
a

k
π

=  and 
y

y
a

k
π

= ,                                            (3.8) 

where kx is the wave vector in the x direction, ax is the length in the x direction in real 

space (corresponding to the length in the x direction in Brillouin zone in the reciprocal 

space), ky is the wave vector in the y direction, ay is the length in the y direction in real 

space (corresponding to the length in the y direction in Brillouin zone in the reciprocal 

space). 

 Using µεπfk 2=  and assuming that yx
aaa ==  , the stopband center 

frequency, fcenter, is obtained as  
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where 
µε

1
=

p
v  is the phase velocity of the light in the medium. Since waves can travel in 

the x direction (from point Γ  to point Χ  in Figure 3.6), in the y direction (from point X 

to point Μ in Figure 3.6) and in a diagonal direction (from point M to point Γ in Figure  

 

 

Figure 3.6 Brillouin zone of the AI-EBG structure in Figure 3.3 (a). 

 

3.6), the stopband center frequency should be averaged as 

                                     
BZinpathsofNumber

fff
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where 
)(ΓΧcenter

f is the stopband center frequency in the x direction (from point Γ to point Χ 

in Figure 3.6), 
)(ΧΜcenter

f  is the stopband center frequency in a diagonal direction (from X 

point to Μ point in Figure 3.6), and 
)( ΓMcenter

f  is the stopband center frequency in the y 

direction (from point M to point Γ in Figure 3.6).For example, for the AI-EBG structure 

in Figure 4.2 (a), the stopband center frequency is calculated as 4.03 GHz, which is close 

to the stopband center frequency of the first stopband in Figure 4.2 (b) and therefore is 

well correlated with the simulation results in Figure 4.2 (b). The method developed using 

the Brillouin zone concept in this section can be used to estimate the stopband center 

frequency in the AI-EBG structure for fast design process. 

 

3.6 Propagation Characteristics of AI-EBG Structure 

To understand the dispersion characteristics of the AI-EBG structure, the 

transmission line network (TLN) method has been used in this section. The TLN 

approach is based on standard periodic analysis for one dimensional symmetric unit cells 

[48], [62]. Figure 3.7 shows the unit cell for the two-dimensional AI-EBG structure. It 

consists of two metal layers with a metal patch on the top layer, four metal branches on 

top layer, and a ground plane on the bottom layer.  

For clarity, the structure is assumed periodic along the y direction with perfect magnetic 

walls along the x directed boundaries. This represents a 1-dimensional structure with 

periodicity along the y-direction. The structure is assumed infinite along the y direction 

with wave propagation along the y axis. This enables the modeling and visualization 
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using TLN analysis, while retaining sufficient generality to describe the unique 

dispersion characteristics of the AI-EBG structure.    

 

 

Figure 3.7 Two-dimensional (2-D) unit cell of the AI-EBG structure. 

 

Using the equivalent transmission line circuit in Figure 3.8, the transfer matrix for 

the unit cell can be written as: 

 

                          2/2/)(_ LTLCTLLBZCellUnit TTTTTT =                                  (3.11) 

 

The first and fifth matrix in (3.11), TL/2, represents the equivalent series inductance due to 

the metal branch on the edge of the metal patch. The value of the series inductance is 

halved (L/2) to account for symmetry of the structure. The second and fourth matrix, TTL, 

represents the transfer matrix for a uniform section of transmission line of length d/2. The 
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third matrix, TC, represents the equivalent shunt capacitance between the metal patch and 

the ground plane. 

 

 

Figure 3.8   Equivalent TL circuit for the unit cell in Figure 3.7 on y-direction. 

 

Using ABCD matrix, )(_ BZCellUnit
T   can be expressed as 
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where Zbranch = jωLbranch, kd = the phase delay of the transmission line segment, 

µεπfk 2=  , d is the length of a unit cell, Ypatch = jωCpatch, Z0 is the characteristic 

impedance of the transmission line segment, Y0 is the characteristic admittance of the 

transmission line segment, ω  is the angular frequency given by ω = 2πf, f  is the 

frequency and µ and ε  are the permeability and permittivity of the dielectric material. 
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After some calculations, (3.12) becomes: 
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Z = Zbranch and Y = Ypatch. 

By combining the ABCD matrix of the Brillouin zone unit cell,
)(_ BZCellUnit

T , with 

Floquet’s theorem, which relates the voltage and current between the nth terminal (input 

of the unit cell) and n+1th terminal (output of the unit cell) through e
-γd

, we obtain [18]: 
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where γ = α + jβ is the complex propagation constant, α is the attenuation constant, and β  

is the phase constant.  

Based on a nontrivial solution for (3.14), the following analytic dispersion 

equation for the AI-EBG structure can be obtained as: 
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It should be noted that α is zero for a nonattenuating, propagating wave in a periodic 

structure. 

   Figure 3.9 shows the dispersion diagram using equation (3.15) for the unit cell 

of the AI-EBG structure in Figure 3.7. As shown in Figure 3.9, the dispersion diagram 

consists of alternating passbands and stopbands. In this dispersion diagram, the first mode 

is a slow-wave TM mode that is tightly bound to the surface [28]. It starts as a forward 

propagating TEM mode at very low frequency, and transits to a forward propagating TM 

surface wave. The group velocity (dω/dβ) of this mode is positive and its phase velocity 

(ω/β) is much less than the speed of light, which indicates that this mode is forward 

propagating as a slow-wave. The second mode is a backward mode since it has a negative 

group velocity. The third mode is a forward propagating wave. In the dispersion diagram, 

the AI-EBG structure like other periodic structures supports slow-wave propagation and 

has passband and stopband characteristics similar to those of filters.  

 

 

Figure 3.9 Dispersion diagram of the AI-EBG structure using transmission line network 

(TLN) method. 
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3.7 Cutoff Frequency of AI-EBG Structure  

Since the AI-EBG structure is a low pass filter, it is more important to know 

cutoff frequency rather than the stopband center frequency in practical applications. The 

cutoff frequency is defined as the frequency at which the stopband starts. In this section, 

the AI-EBG structure was studied to obtain the cutoff frequency using the image 

parameter method. The image parameter method involves the specification of passband 

and stopband characteristics for a cascade of two port networks [48].  

Figure 3.10 shows an arbitrary two port network specified by its ABCD 

parameters. The image impedance Zi1 is defined as the input impedance at port 1 when 

port 2 is terminated with Zi2 and the image impedance Zi2 is defined as the input 

impedance at port 2 when port 1 is terminated with Zi1. 

 

 

Figure 3.10 Arbitrary two port network with its image impedances. 

 

The port voltages and currents in Figure 3.10 are related as 
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The input impedance at port 1, with port 2 terminated with 2i
Z , is given by 

                                   
DCZ

BAZ

DICV

BIAV

I

V
Z

i

i

in
+

+
=

+

+
==

2

2

22

22

1

1

1                                 (3.17) 

Using AD - BC = 1 for a reciprocal network, we get 
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The input impedance at port 2, with port 1 terminated with 1i
Z , can be obtained as 
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In this case,  11 iin
ZZ =  and 22 iin

ZZ =  are desired. From equations (3.17) and (3.19), we 

have the following equations: 

                                                
).(

,)(

121

221

iii

iii

CZAZBDZ

BAZDCZZ

−=−

+=+
                                 (3.20) 

Solving for image impedances, we have 
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If the network is symmetric, then A = D.  In this case, equation (3.21) becomes 
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The equivalent T-type circuit of the one dimensional (1-D) AI-EBG structure is 

shown in Figure 3.11. This circuit is a low pass filter network since the series inductors 

and shunt capacitor tend to block high frequency signals while passing low frequency 
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signals.  If we let branch
LjZ ω=

1  and 
patch

Cj
Z

ω

1
2

= , then we have the following ABCD 

parameters for the equivalent T-type circuit of the one dimensional (1-D) AI-EBG 

structure in Figure 3.11: 
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Figure 3.11 Equivalent circuit of 1-D AI-EBG Structure. 

  

The image impedance of the equivalent T-type circuit of the one dimensional (1-

D) AI-EBG structure is given by 
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The cutoff frequency of the AI-EBG structure in Figure 3.11 is defined as 
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 is the 

inductance of the metal branch in the AI-EBG structure [66], 
s

l , w, and t represent the 

length, width, and thickness in mµ  of the metal branch. 
g

K  is a correction factor taking 

the effect of a ground plane with a distance h away from the metal branch. 
g

K  is given by 

the following equation. 
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h
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εε

0
=    is   the  capacitance  by  the  metal  patch  on  the  top  metal  layer  and  

 

 

Figure 3.12 Cutoff frequency of the AI-EBG structure in Figure 4.2 (a) with S21 

simulation result in Figure 4.2 (b). 



 100 

corresponding solid plane on the bottom metal layer. oε  is the permittivity of free space, 

rε  is the relative permittivity of the dielectric, A is the area of the metal patch, and h is 

the dielectric thickness.  

Using equation (3.25) for the AI-EBG structure in Figure 4.2 (a), 
cutoff

f  is 

calculated as 2.03 GHz, which is quite well correlated with the simulation results in 

Figure 4.2 (b). In Figure 3.12, 
cutoff

f  is shown in S21 simulation result for the AI-EBG 

structure in Figure 4.2 (b). In Table 3.1, the cutoff frequencies of the AI-EBG structures 

in Figure 4.7 are shown using equation (3.25). These cutoff frequencies using equation 

(3.25) are well correlated with the measurement results in Figure 4.7. The equation (3.25) 

will be used to explain the behavior of the AI-EBG structure when some parameters of 

the AI-EBG structure are changed in Chapter 4. 

 

Table 3.1 Cutoff frequencies of the AI-EBG structures in Figure 4.7 

                      AI-EBG Structures                    Cutoff frequency 

Metal patch size (1.5 cm x 1.5 cm) and 

metal branch size (0.1 cm x 0.1 cm) 

                         2.03 GHz 

Metal patch size (1..0 cm x 1.0 cm) and 

metal branch size (0.1 cm x 0.1 cm) 

                         3.31 GHz 

Metal patch size (0.7 cm x 0.7 cm) and 

metal branch size (0.1 cm x 0.1 cm) 

                         5.18 GHz 
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3.8 Summary 

In this chapter, theoretical analysis of the AI-EBG structure was shown using the 

Brillouin zone concept. First, the reciprocal space concept was introduced to understand 

the Brillouin zone. Second, it was shown how the Brillouin zone was constructed in the 

reciprocal lattice. Third, the equation to estimate the stopband center frequency of the AI-

EBG structure was driven using the Brillouin zone concept. Fourth, the propagation 

characteristics of the AI-EBG structure was analyzed using the transmission line network 

method.  Finally, the cutoff frequency of the AI-EBG structure was obtained using image 

parameter method. The cutoff frequency formula of the AI-EBG structure was obtained 

using the image parameter method and can be used for fast design process. 
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CHAPTER 4 

Modeling and Analysis of AI-EBG Structure 

This chapter describes the modeling, simulation, measurement and analysis of a 

novel electromagnetic bandgap (EBG) structure called the alternating impedance EBG 

(AI-EBG) structure for noise isolation and suppression in mixed-signal systems. 

The AI-EBG structure was introduced in Chapter 3 and theoretical analysis of the 

AI-EBG structure was demonstrated in Chapter 3. In this chapter, the modeling, 

simulation, and measurement of the AI-EBG structure are shown to prove the excellent 

isolation property of the AI-EBG structure. First, the AI-EBG structure showed excellent 

isolation (-80 dB ~ -140 dB) through simulations and measurements. This was possible 

since the AI-EBG structure was optimized to ensure maximum wave destructive 

interference, which results in excellent isolation in the stopband frequency range. Second, 

the modeling and simulation methodology for the AI-EBG structure were proposed for 

efficient simulation using TMM. It is necessary to extend the basic model described in 

section 2.2 with circuit models for edge and gap effects. It is critical to model these 

effects to obtain accurate bandwidth and isolation levels in S parameter simulation. The 

equivalent circuit for the AI-EBG structure with these effects is also shown. Various AI-

EBG structures have been designed, fabricated, and model-to-hardware correlation is 

demonstrated in this chapter. Finally, various simulations are performed to see the change 

of isolation level and the change of stopband frequency range by varying various 

parameters such as dielectric constant and metal patch size. The information through 

these simulations can be used for various applications that require the AI-EBG structure. 
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4.1 Modeling and simulation of AI-EBG Structure 

This section describes the modeling of the EBG structure for extracting the S-

parameters and computing voltage distributions. Full-wave EM solvers can be used to 

analyze EBG structures, but they are computationally expensive due to the grid size 

required. So, there is a need for efficient methods for modeling EBG structures with 

reasonable simulation time and good accuracy.  The transmission matrix method (TMM) 

is a good candidate for analyzing the AI-EBG structure since it has been successfully 

applied to complex power delivery network [40]-[42]. The good model to hardware 

correlation for a realistic PDN in packages and boards was verified in [12].  

In order to increase accuracy of the simulation, it is necessary to extend the basic 

model described in section 2.2 with circuit models for edge and gap effects. It is critical 

to model these effects to obtain accurate bandwidth and isolation levels in S parameter 

simulation. Edge effects can be modeled by adding an LC network to all the edges of the 

AI-EBG structure to model the fringing fields. The total capacitance (CT) including 

fringing capacitance (Cf) for the edge cells of the AI-EBG structure can be calculated by 

employing the empirical formula for the per unit length capacitance of a microstrip line 

described in [66] given by: 
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term is for the parallel-plate capacitance, and the other three terms in (4.1) account for 

fringing capacitance. In order to maintain a physical phase velocity, the per unit length 

inductance  must  be  reduced   from  the   parallel-plate inductance  in  accordance  with 

                                          µε=LC .                                     (4.2) 

This reduction is accomplished by adding an inductance between two adjacent nodes on 

the edge of the AI-EBG structure. Gap coupling can be modeled by including a gap 

capacitance, Cg, between nodes across a gap in two metal patches in the AI-EBG 

structure. The gap capacitance was extracted from a 2-D solver such as Ansoft 

Maxwell
TM

. For example, the gap capacitance per unit length extracted from Ansoft 

Maxwell
TM 

 for the AI-EBG structure in Figure 4.2 (a) was 5.5 pF/m. Figure 3.5 shows 

the updated equivalent ∏ circuit for the unit cell including fringing and gap capacitances. 

It is important to note that the locations of the fringing and gap capacitances in the unit 

cell depend  on  the  location of the unit cell in the AI-EBG structure.    Once the unit cell  

 

 

Figure 4.1 Equivalent ∏ circuit model for the unit cell including fringing and gap effects. 

 



 105 

equivalent circuits are available, these are converted to ABCD matrices and efficiently 

solved using TMM [40]-[42]. This formulation was developed by Krishna Bharath and 

Dr. Ege Engin who are part of the EPSILON group at Georgia Tech [79]. 

The test structure used to verify the model was a two metal layer board with size 

9.5 cm by 4.7 cm. In this example, the size of the metal patch was 1.5 cm x 1.5 cm and 

the size of the metal branch was 0.1 cm x 0.1 cm. The dielectric material of the board 

was FR4 with a relative permittivity, εr = 4.4, the conductor was copper with 

conductivity σc = 5.8 x 10
7
 S/m, and dielectric loss tangent was tan (δ) = 0.02. The 

copper thickness for the power plane and the ground plane was 35 µm and the dielectric 

thickness was 2 mils. A unit cell size of 0.1 cm x 0.1 cm, which corresponds to an 

electrical size of λ/14.3 at 10 GHz, was used for approximating the structure. Port 1 was 

placed at (0.1 cm, 2.4 cm) and port 2 was located at (9.4 cm, 2.4 cm) with the origin (0 

cm, 0 cm) lying at the bottom left corner of the structure, as shown in Figure 4.2 (a).  The 

transmission coefficient between two ports, S21, was computed  by TMM and is shown in 

Figure 3.6 (b). This result shows an excellent stopband floor (-120 dB) and broad 

stopband (over 8 GHz for -40 dB bandgap).   

It is important to visualize the voltage distribution within the AI-EBG structure in 

a mixed-signal system where sensitive RF circuits and noisy digital circuits exist 

together. The main purpose of this analysis is to see that noise generated by digital 

circuits cannot propagate to RF circuits at stopband frequencies.  In this analysis, assume 

that noisy digital circuits are located at port 1 and sensitive RF circuits are located at port 

2. TMM was also used to obtain the voltage variation on the AI-EBG structure  in  Figure  
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(a) 

 

 

 

                                                                        (b) 

Figure 4.2 (a) Schematic of the simulated AI-EBG structure and (b) Simulated results of 

S-parameters for the AI-EBG structure in (a).  
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4.2 (a). First, the transfer impedances from the input port to all locations on the 

power/ground planes were computed using TMM. Then, a 10 mA current source was 

applied between the power and ground planes on the input port that is a port 1 in Figure 

4.2 (a) to get the voltage distribution across the AI-EBG structure. Figure 4.3 (a) ~ (d) are 

the simulated color scale voltage magnitude distributions on the AI-EBG structure at 500 

MHz, 1.5 GHz, 4 GHz and 7 GHz. The voltage variation is represented by a color 

contrast in these figures. The unit in the color bars in Figure 4.3 is [V]. Figure 4.3 (a) 

shows that the AI-EBG structure does not provide good isolation at 500 MHz since 500 

MHz is a frequency in passband. Figure 4.3 (b) shows the voltage distribution on the AI-

EBG structure at 1.5 GHz, which is a frequency in the passband. In contrast, a voltage 

distribution in Figure 4.3 (c)  shows  good  isolation  since  voltage  variation  is observed 

only in few metal patches around the metal patch containing port 1. This frequency, 4 

GHz, corresponds to the stopband frequency in the first stopband of the AI-EBG structure  

 

 

(a) 

 

Figure 4.3 Simulated voltage magnitude distributions on the AI-EBG structure at 

different frequencies (a) At 500 MHz, (b) At 1.5 GHz, (c) At 4 GHz, and (d) At 7 GHz. 
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(b) 

 

 

(c) 

 

 

(d) 

 

Figure 4.3 Simulated voltage magnitude distributions on the AI-EBG structure at 

different frequencies (a) At 500 MHz, (b) At 1.5 GHz, (c) At 4 GHz, and (d) At 7 GHz. 
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in Figure 4.2 (b).  It is important to note that noise generated  by  the  current  source  on  

the  input  port  can not propagate to the metal patches in the fourth, fifth, sixth columns  

in  the  AI-EBG  structure  at  4 GHz,  which  means  that  noise  generated by digital 

circuits  cannot  propagate  to  the RF circuits located at port 2 in Figure 4.2 (a).   Finally, 

voltage variation across the whole AI-EBG structure is again observed at 7 GHz as can 

be seen in Figure 4.3 (d), which represents the passband. 

 

4.2 Model-to-hardware correlation 

 To verify the simulated results, the EBG structures discussed in the previous 

section were fabricated using standard PCB processes. Figure 4.4 (a) shows the cross 

section of the fabricated structure. The top layer is a metal layer with AI-EBG pattern and 

second metal layer is a continuous solid plane. The dielectric material between these two 

metal layers is FR4 with a relative permittivity εr = 4.4. The conductor is copper with 

conductivity σc = 5.8 x 10
7
 S/m, and a dielectric loss tangent is tan (δ) = 0.02. The 

bottom layer is an FR4 core layer for mechanical support.  

The S-parameter measurements were carried out using an Agilent 8720 ES vector 

network analyzer (VNA). Figure 4.5 shows S-parameter results for one of the fabricated 

AI-EBG structures. In this case, the size of the metal patch was 1.5 cm x 1.5 cm   and the 

size of the metal branches was 0.3 mm x 0.3 mm. The entire structure size was 9.15 cm x 

4.56 cm.  The return loss, S11, is almost 0 dB in the stopband, in Figure 4.5, which shows 

the excellent isolation property of the AI-EBG structure. The measured S21 shows a very 

deep and wide bandgap (over 8 GHz for -40 dB bandgap) and S21 reached the sensitivity 
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limit (-80 dB ~ -100 dB) of the VNA used in the frequency range from 2.2 GHz to 4.5 

GHz. The modeling results were compared with measurement result in Figure 4.6, which 

shows reasonable agreement. The discrepancy between modeling and measurement is 

due  to  the  sensitivity  limit  of  the VNA  in  the  stopband.  The  other  reason  for  this 

 

 

(a) 

 

 

(b) 

Figure 4.4 Fabrication of AI-EBG structure (a) Cross section of fabricated AI-EBG 

structure and (b) Photo of fabricated AI-EBG structure. 

 

 

discrepancy is due to fabrication process error. This is because the fabrication process 

error can change the width of the metal branch in the AI-EBG structure and this change 

can cause a shift of S21 curve. 
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To see frequency tunability of the AI-EBG structure, the EBG structures having different 

metal patch sizes were designed and fabricated using a standard PCB process. However, 

a metal branch size of 0.1 cm x 0.1 cm was used for all cases. Figure 4.7 shows the 

photographs of fabricated EBG structures and corresponding S-parameter measurement 

results. The dashed area in Figure 4.7 represents the frequency range of the first stopband 

in the AI-EBG structure. Port 1 and port 2 locations are also shown in Figure 4.7. In 

Figure 4.7, the dispersion diagrams of the AI-EBG structures using transmission line 

network (TLN) method are also shown. It is important to note that as the size of the metal 

patch decreases, the stopband occurs at higher frequency range since the cutoff frequency 

is inversely proportional to the capacitance of the metal patch by equation (3.25). This 

will be discussed in the next section in detail. 

 

 

Figure 4.5 Measured S-parameters of the AI-EBG structure. 
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Figure 4.6 Model-to-hardware correlation for the AI-EBG structure. 

 

 

                                                                    (a) 

Figure 4.7 S-parameter measurements: frequency tunability (a) AI-EBG structure with 

the metal patch size of 1.5 cm x 1.5 cm, (b) AI-EBG structure with the metal patch size 

of 1.0 cm x 1.0 cm, and (c) AI-EBG structure with the metal patch size of 0.7 cm x 0.7 

cm.  
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                                                                   (b)                                                                      

 

(c) 

 

Figure 4.7 S-parameter measurements: frequency tunability (a) AI-EBG structure with 

the metal patch size of 1.5 cm x 1.5 cm, (b) AI-EBG structure with the metal patch size 

of 1.0 cm x 1.0 cm, and (c) AI-EBG structure with the metal patch size of 0.7 cm x 0.7 

cm.  



 114 

4.3 Parametric analysis of AI-EBG structure 

This section describes the effect of critical parameters on stopband frequency and 

isolation levels in achievable AI-EBG structure using simulations. It is important to note 

that certain geometrical and material parameters can change the characteristics of the AI-

EBG structure significantly.  

 

4.3.1 Effect of metal patch size 

The first parameter to be studied is the metal patch size of the AI-EBG structure. 

The metal patch size was changed to see the effect on the transmission coefficient (S21). 

Figure 4.8 shows the S21 results for the different stopband ranges, which demonstrates the 

frequency tunability of the AI-EBG structure. For the first AI-EBG structure (AI-EBG 1) 

in Figure 4.8, the size of the metal patch was 1.0 cm x 1.0 cm and the size of the metal 

branch was 0.1 cm x 0.1 cm. The entire size of the AI-EBG 1 structure was 10.9 cm x 5.4 

cm. For the second AI-EBG structure (AI-EBG 2) in Figure 4.8, the size of the metal 

patch was 0.7 cm x 0.7 cm
 
and the size of the metal branch was 0.1 cm x 0.1 cm. The 

entire AI-EBG 2 structure size was 9.5 cm x 4.7 cm.  

It is important to note that as the size of the metal patch decreases, the stopband 

occurs at higher frequency range since the cutoff frequency, which is a frequency at 

which stopband begins, is inversely proportional to the capacitance of the metal patch by 

the following equation. 

                            fcutoff  ∼ 
patchbranch

CL

1
                                                      (4.3) 
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Figure 4.8 Effect of metal patch size in AI-EBG structure. 

 

4.3.2 Effect of dielectric constant 

The second parameter to be studied is the dielectric constant. The test structure 

used was a two metal layer board that is 9.5 cm by 4.7 cm in size. In this case, the size of 

the metal patch was 1.5 cm x 1.5 cm and the size of the metal branch was 0.1 cm x 0.1 

cm. The dielectric material of the board was FR4 with a relative permittivity, εr = 4.4, the 

conductor was copper with conductivity, σc = 5.8 x 10
7
 S/m, and the dielectric loss 

tangent was tan (δ) = 0.02. The copper thickness for the power plane and ground plane 

was 35 µm and the dielectric thickness was 4.5 mils. A unit cell size of 0.1 cm x 0.1 cm 

was chosen, which corresponds to an electrical size of λ/14.3 at 10 GHz. 

Figure 4.9 shows the transmission coefficient when the dielectric constant is varied from 

4.4 to 10 and from 4.4 to 2.2. All other geometrical parameters are fixed in this 
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simulation. When  the dielectric constant increases, the cutoff frequency is shifted 

towards lower frequency.    This  decrease  of  the  cutoff frequency is associated with the 

 

 

Figure 4.9 Effect of dielectric constant in AI-EBG structure. 

 

increase in capacitance of the metal patch and branch since capacitance is proportional to 

the dielectric constant. The cutoff frequency is inversely proportional to capacitance. The 

bandwidth of the stopband decreases as the dielectric constant increases. This is because 

bandwidth of the stopband is inversely proportional to capacitance. The bandwidth (BW) 

of stopband is related to capacitance and inductance by the following equation [29]. 

 

                                           BW ~ 
C

L
                                                    (4.4) 

 

Next, the dielectric constant was varied from 4.4 to 2.2. Figure 4.9 shows the simulated 

transmission coefficient when the dielectric constant is varied from 4.4 to 2.2. All other 
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geometrical parameters were fixed. When the dielectric constant decreases, the cutoff 

frequency is shifted towards higher frequency. This increase of the cutoff frequency is 

associated with the decrease of capacitance of the metal patch and branch since 

capacitance is proportional to dielectric constant and cutoff frequency is inversely 

proportional to capacitance. The bandwidth of the stopband increases as the dielectric 

constant decreases. This is because the bandwidth of the stopband is inversely 

proportional to capacitance through equation (4.3). 

 

4.3.3 Effect of metal branch 

The metal branch size was varied from 0.2 mm x 0.2 mm to 1 mm x 0.2 mm to 

see if there is any change in the frequency response. In this case, the test structure was a 

two metal layer board that was 10.08 cm by 4.02 cm in size and the size of the metal 

patch was 2 cm x 2 cm. The dielectric material of the board was FR4 with a relative 

permittivity εr = 4.4 and the dielectric loss tangent was tan (δ) = 0.02. The conductor was 

copper with conductivity, σc = 5.8 x 10
7
 S/m. The copper thickness for the power plane 

and ground plane was 35 µm, and the dielectric thickness was 4.5 mils. A unit cell size of 

0.2 mm x 0.2 mm was used in these simulations. The metal branch size was varied from 

0.2 mm x 0.2 mm to 1 mm x 0.2 mm to see if there was any change in the frequency 

response. Figure 4.10 shows the simulated S21 for both cases. 

When the metal branch size increases, the cutoff frequency is shifted towards 

lower frequency. This decrease of the cutoff frequency is associated with the increase of 

inductance of the metal branch since the cutoff frequency is inversely proportional to 

inductance. The bandwidth of the stopband increases as the metal branch size increases. 
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This is because the bandwidth of the stopband is proportional to inductance through 

equation (4.4).  

 

 

Figure 4.10 Effect of metal branch size in AI-EBG structure. 

 

 

4.3.4 Effect of dielectric material 

Three different dielectric materials were simulated to see the effect of dielectric 

material. Three different dielectric materials evaluated were FR4, liquid crystalline 

polymer (LCP), and high k material. The reason why these three dielectric materials were 

chosen is that FR4 is most common dielectric material for package and board, LCP has 

advantage of being stable and easy to fabricate in thin films, and high k material is a 

promising dielectric material for a compact high performance capacitor.  The material 

characteristics of these three materials are summarized in Table 4.1. 

Figure 4.11 shows the simulated transmission coefficient (S21) for these three 

materials. The stopband for the high k material occurs at lower frequencies than the 
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stopbands of FR4 and LCP. This is because the dielectric constant of high k material is 

higher than that of FR4 and LCP and the cutoff frequency is inversely proportional to 

capacitance by equation (4.3).  

 

 

           Table 4.1 Material characteristics of three different dielectric materials 

           

        FR4 

          

        LCP 

 

  High k material 

Dielectric constant (εr)          4.4          2.9            16 

     Loss tangent  (tan d)          0.02        0.002          0.006 

 Dielectric thickness (µm)         101.6         25.4            16 

 

 

 

 

Figure 4.11 Effect of dielectric material in AI-EBG structure. 
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The bandwidth of stopband of high k material is smaller than that of FR4 and 

LCP since stopband bandwidth is inversely proportional to capacitance by equation (4.4). 

Hence, compared with FR4, high k material is proper for low and narrow frequency 

applications and LCP is better for ultra wide band (UWB) applications.  

 

 

4.3.5 Effect of multiple-layers 

To see the effects of multi-layers, LCP was chosen as the dielectric material. For 

comparison, three different cases were tested; a single plane pair, two plane pairs, and 

three plane pairs. The main purpose of this comparison was to investigate the possibility 

of getting better isolation from multiple-layer AI-EBG structures than a single plane pair 

AI-EBG structure.  For a single plane pair, the size of the structure was 4.7 cm x 4.7 cm, 

the metal patch size was 1.5 cm x 1.5 cm and the metal branch size was 0.05 cm x 0.1 

cm. Port 1 was located at (0.75 cm, 0.75 cm) and port 2 was located at (3.95 cm. 3.95 

cm). For two plane pairs, the stack-up of planes is shown in Figure 4.12. The size of the 

structure, metal patch size and the metal branch size are the same as those of a single 

plane pair.  Port 1  was located at (0.75 cm, 0.75 cm) on the top plane pair and port 2 was  

 

 

Figure 4.12 Cross-section of the two plane pairs. 
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located at (3.95 cm. 3.95 cm) on the bottom plane pair. Vias were vertically connected 

from voltage (VDD) plane to voltage plane and from ground (GND) plane to ground 

plane. This ensures that voltage planes and ground planes are at the same potential. For 

three plane pairs, the stack-up of planes is shown in Figure 4.13. The size of the structure, 

metal patch size and the metal branch size are the same as those of a single plane pair. 

Port 1 was located at (0.75 cm, 0.75 cm) on the top plane pair and port 2 was  located    at  

(3.95 cm. 3.95 cm)   on   the  bottom  plane  pair.    Figure 4.14  shows  the transmission 

coefficient (S21) for the three cases. As can be observed, there is an improvement in S21 as 

the stack-up of planes increases. However, the improvement in S21 is not significant. This 

is because destructive wave interference can be maximized in horizontal direction in the 

AI-EBG structures rather than in vertical direction since waves travel in power/ground 

planes horizontally and experience destructive interference. 

 

 

Figure 4.13 Cross-section of three plane pairs. 
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Figure 4.14 Effect of multi-layers in AI-EBG structure. 

 

 

4.4 Summary 

In this chapter, the modeling and analysis of the AI-EBG structure has been 

described. The AI-EBG structure showed excellent isolation (-80 dB ~ -140 dB) through 

simulations and measurements. This was possible since the AI-EBG structure was 

optimized to ensure maximum wave destructive interference, which results in excellent 

isolation in the stopband frequency range. The equivalent circuit for the AI-EBG 

structure is also shown. The modeling and simulation methodology for the AI-EBG 

structure were proposed for efficient simulation using TMM. Various AI-EBG structures 

were designed, fabricated, and model-to-hardware correlation was demonstrated in this 

chapter. Finally, various simulations were performed to see the change of isolation level 
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and the change of stopband frequency range by varying various parameters such as 

dielectric constant and metal patch size. The information through these simulations can 

be used for various applications that require the AI-EBG structure. 
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CHAPTER 5 

Noise Suppression in Mixed-Signal Systems using 

AI-EBG Structure and Characterization of AI-

EBG Structure 

 

In this chapter, simulation, design, fabrication, and measurement of a mixed-

signal test vehicle containing the AI-EBG structure in the power delivery network are 

presented. The results have been compared to a similar test vehicle with solid planes. 

First, the mixed-signal system simulations with and without the AI-EBG structure were 

performed in HP-ADS to see noise isolation levels available. The simulation results show 

that the proposed AI-EBG structure is a good candidate to suppress noise from digital 

circuits. Second, the AI-EBG structure has been integrated into a mixed-signal test 

vehicle to demonstrate the isolation levels achievable. The ability of the AI-EBG 

structure to suppress switching noise has been quantified in this chapter. The 

measurement results for the mixed-signal test vehicle with and without AI-EBG structure 

have shown that harmonic noise peaks due to digital circuits can be suppressed in the 

stopband frequency range using the AI-EBG structure. 

The power delivery network needs to function along with the signal lines for 

high-speed transmission. Since the power and ground planes carry the return currents for 

the signal transmission lines, the impact of AI-EBG structure on signal transmission 
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needs to be analyzed. First, time domain waveform measurements at the output of the 

FPGA and far end of the transmission line have been measured. Second, time domain 

reflectrometry (TDR) measurements have been measured and discussed to understand the 

discontinuities in the characteristic impedance profile due to the gaps in the AI-EBG 

plane. Third, near field and far field simulations and measurements have been discussed 

to understand possible electromagnetic interference (EMI). Finally, design methodology 

has been suggested to avoid any possible signal integrity and EMI problems when the 

AI-EBG structure is used as a part of the power distribution network in mixed-signal 

systems. 

 

5.1 Mixed-Signal System Simulation 

To study the actual reduction in noise obtained through the use of the AI-EBG 

based power supply scheme, power distribution networks consisting of a plane pair with 

and without the AI-EBG structure were modeled using TMM and used for system 

simulation in HP-ADS.  Figure 5.1 (a)  shows  the  schematic  of a test vehicle to study 

noise coupling in SOP-based mixed-signal systems. A common power distribution 

system is used for supplying power to a Field Programmable Gate Array (FPGA) driving 

a 300 MHz bus and a low noise amplifier (LNA) operating at 2.13 GHz. Noise generated 

in the digital subsystem couples to the LNA through the power rails. Sensitive devices 

such as a LNA are particularly susceptible to external noise since RF signals at the input 

of these devices have very low power and large signals appearing in band can make the 

active device to saturation, reducing its sensitivity. The use of the AI-EBG structure in 

the implementation of the power distribution system provides a cost-effective and 



 126 

compact means for noise suppression, as compared to the use of split planes with 

multiple power supplies.  Figure 5.1 (b) shows  simulated  LNA  output  spectrum (using 

 

 

 

(a) 

 

 

 

 
 

(b) 
 

 

Figure 5.1. Mixed-signal system simulation. (a) Schematic of simulated mixed-signal 

system. (b) Simulation results for mixed-signal systems with and without the AI-EBG 

structure. 
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HP-ADS
TM

), where the power distribution system has been implemented with and 

without the AI-EBG structure. It can be observed that the harmonics of the digital noise 

couple into the LNA circuitry and appear at its output in both cases. However, for the 

system with the AI-EBG based power scheme, there is significant reduction of the noise 

amplitudes. In particular, the 7
th

 harmonic of the 300 MHz FPGA clock (at 2.1 GHz) lies 

close to the frequency of operation of the LNA. For the system without the AI-EBG 

based power scheme, the amplitude of this noise spike is -69.592 dBm. However, for the 

system with the AI-EBG structure, this harmonic noise peak has been suppressed to           

-87.113 dBm [53]. 

 

5.2 Design and Fabrication of Mixed-Signal Systems       

To verify the use of the AI-EBG based scheme for mixed-signal noise 

suppression, a test vehicle containing an FPGA driving a 300 MHz bus with an integrated 

low noise amplifier (LNA) operating at 2.13 GHz was designed and fabricated on an FR4 

based substrate.  The LNA design was done by Dr.Vinu Govind [54], [55] in this mixed-

signal system.  Figure 5.2 shows the cross section of the fabricated mixed-signal test 

vehicle. The board is a three metal layer PCB that is 10.8 cm by 4.02 cm. The first metal 

layer is a signal layer, the second metal layer is a ground layer (Gnd), and the third metal 

layer is a power layer (Vdd). The AI-EBG structure was located  on the  ground  layer in 

the test vehicle. The dielectric material in the PCB was FR4 with a relative permittivity, 

εr = 4.4 and dielectric loss tangent tan (δ) = 0.02. The metallization used was copper with 

conductivity,  σc = 5.8 x 10
7
 S/m.     The   dielectric    thickness between metal layers was 

5 mils with a bottom dielectric layer thickness of 28 mils. The bottom dielectric layer  
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was  used  for  mechanical support. Figure 5.3 shows the photograph of the fabricated 

mixed-signal system containing the AI-EBG structure. The LNA was used as the noise 

sensor since it is the most sensitive device in an RF receiver. Noise generated in  the   

FPGA   couples  to  the  LNA  through  the  power  distribution  network.    In the 

fabricated   test   vehicle,  size  of   the  metal  patch and metal  branch  used  in  the  EBG  

 

 

Figure 5.2 Cross-section of the fabricated mixed-signal systems. 

 

 

 

      Figure 5.3 Photograph of the mixed-signal system containing the AI-EBG structure. 
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Figure 5.4 Simulated S-parameters for the AI-EBG based PDN. 

 

Structure was 2 cm x 2 cm and 0.2 mm x 0.2 mm, respectively. Figure 5.4 shows the 

transmission coefficient (S21) between FPGA and LNA, which was simulated using  

transmission  matrix  method (TMM).  In Figure 5.4, S21 shows a very deep stopband (~-

100 dB), which can be required to suppress harmonic noise peaks generated by the digital 

circuits in the FPGA. 

 

 

5.3 Noise Measurements 

Figure 5.5 shows the measurement set-up for noise measurements. The AI-EBG-

based common power distribution system was used for supplying power (3.3 V) to the 

RF and FPGA ICs. For comparison, a test vehicle similar to Figure 5.3 was also 

fabricated without the AI-EBG structure. In the measurements, the FPGA was 
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programmed as four switching drivers using Xilinx software. The input terminal of the 

LNA was grounded to detect only noise from the FPGA through the PDN. The output 

terminal of the LNA was connected to a HP E4407B spectrum analyzer to observe noise 

from the FPGA.  Sunanda Janagama worked together for this noise measurement. 

 

 

 

Figure 5.5 Measurement set-up for noise measurements. 
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(a) 

 

 

(b) 

 

Figure 5.6 Measured output spectrum of the LNA (a) When the FPGA is completely 

switched off and (b) When the FPGA is switched on. 
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Figure 5.6 shows the measured output spectrum of the LNA for the test vehicle without 

the AI-EBG structure. With the FPGA completely switched off, the output spectrum is 

clean and contains only low frequency noise, as shown in Figure 5.6 (a). However, when 

the   FPGA  is  switched  on  with  four  switching drivers, the output spectrum exhibits a 

large number of noise components, as shown in Figure 5.6 (b), at the output of the LNA. 

As can be seen in Figure 5.6 (b), the noise components are harmonics of the FPGA clock 

frequency, which is at 300 MHz. In this diagram, the 7
th

 harmonic of the 300 MHz FPGA 

clock (at 2.1 GHz) lies close to the frequency of operation of the LNA, potentially 

degrading its performance. Hence, the 7
th

 harmonic noise peak should be suppressed for 

good LNA functionality. With the AI-EBG structure integrated into the ground plane, it 

is possible to suppress this harmonic noise peak. Figure 5.7 shows the measured the LNA 

output spectrum around 2.1 GHz for the test vehicles with and without AI-EBG structure.  

 

 

Figure 5.7 Measured 7
th

 harmonic noise peaks at 2.1 GHz for the test vehicle with and 

without the AI-EBG structure. 
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The 7
th

 harmonic noise peak at 2.1 GHz has been suppressed from -58 dBm to -88 dBm  

using the AI-EBG structure, which shows the ability of the AI-EBG structure for 

excellent noise suppression. It should be noted that -88 dBm is the noise floor in this 

measurement, which means that the 7
th

 harmonic noise peak due to FPGA has been 

suppressed completely. Figure 5.8 shows the measured the LNA output spectrum from 

50 MHz to 3 GHz for the test vehicles with and without the AI-EBG structure.  The  

harmonic  noise  peaks   from   2 GHz   to  3 GHz  have  been  suppressed completely 

using the AI-EBG structure. This frequency range (from 2 GHz to 3 GHz) corresponds to 

a stopband with -100 dB isolation level, as shown earlier  in  Figure 5.4.   As  can  be  

observed, the AI-EBG based scheme shows very efficient suppression of noise 

propagation from the digital circuits into RF circuits in integrated mixed-signal systems. 

 

 

Figure 5.8 Measured LNA output spectrum for the test vehicles with and without the AI-

EBG structure. 
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5.4 Signal Integrity Analysis 

The power delivery network needs to function along with the signal lines for 

high-speed transmission. Since the power and ground planes carry the return currents for 

the signal transmission lines, the impact of AI-EBG structure on signal transmission 

needs to be analyzed. First, time domain waveform measurements at the output of the 

FPGA and far end of the transmission line have been measured. Second, time domain 

reflectrometry (TDR) measurements have been measured and discussed to understand the 

discontinuities in the characteristic impedance profile due to the gaps in the AI-EBG 

plane. 

 

5.4.1 Time Domain Waveforms 

Since the AI-EBG plane (i.e., the plane with AI-EBG pattern) is used as a 

reference plane for signal lines in the stack-up shown in Figure 5.2 in the previous 

section, the gaps in the AI- EBG structure function as discontinuities, causing 

degradation in the waveform. In a solid plane, return currents for high speed transmission 

follow the path of least inductance. The lowest inductance return path lies directly under 

a signal line, which minimizes the loop area between the outgoing and returning current 

path [52].  

To better understand signal quality, signal waveforms at the output of the FPGA 

and far end of the transmission line were measured. These two locations are shown in 

Figure 5.9. The signal from the FPGA propagates along a transmission line. Figure 5.10 

shows the measurement results at both locations at 100 MHz. In this figure, two signal 

waveforms were overlapped to compare difference between them. In this case, there is no  
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serious signal integrity problem since slopes of signal waveforms are almost the same.  

But the signal waveform at the far end of transmission line has larger amplitude as 

compared   to  the  output  of   the  FPGA. 

 

 

Figure 5.9 Waveform measurement at two locations on the mixed-signal board. 

 

 

Figure 5.10 Measured waveforms at two different locations. 
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5.4.2 Time Domain Reflectometry (TDR) Measurements 

To investigate the phenomena identified in the previous section, time domain 

reflectometry (TDR) measurements were performed to measure the characteristic 

impedance of the transmission line. In a TDR measurement, an injected voltage pulse 

propagates down the signal line, reflects off the discontinuity, and then returns to form a 

pulse on the oscilloscope [32]. Figure 5.11 (a) shows the measured characteristic 

impedance profile for one of four transmission lines used in the test vehicle. For this 

measurement, Cascade microprobes were used for probing the pad at the end of the first 

transmission line. Figure 5.11 (b) shows the magnified impedance profile for the device 

under test (DUT). In this figure, discontinuities in the impedance profile were observed. 

Each change in characteristic impedance causes the TDR trace to bump up or down to a 

new   impedance   level.   Increasing  impedance  implies  increased  inductance,  reduced 

capacitance, or both. Conversely, decreasing impedance implies  increased capacitance,  

reduced inductance, or both [32].  In Figure 5.11 (b), the first discontinuity is caused by 

the first gap in the AI-EBG structure, which is  an  inductive discontinuity, as can be seen 

in Figure 5.9. The inductive discontinuity is followed by a lower impedance transmission 

line due to the extra capacitance caused by the transmission line traversing a metal patch. 

Since an injected signal passes over five gaps before it arrives at the FPGA, there are five 

discontinuities along the signal path, as shown in Figure 5.11 (b).    

Next, it can be explained why the signal amplitude at far end of transmission line 

is bigger than that at output of the FPGA. In case, a signal propagates from the FPGA to 

the end of transmission line. When a signal passes over a metal branch, the TDR trace 

bumps up.  So,   a   signal   propagates   down   a   transmission   line   with  characteristic  
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(a) 

 

(b) 

Figure 5.11 Measured characteristic impedance profile of the first transmission line over 

AI-EBG structure in the mixed-signal system (a)  Characteristic impedance profile of the 

first transmission line over AI-EBG structure and (b) Magnified characteristic impedance 

profile of the first transmission line over AI-EBG structure. 
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impedance Z1 and meets a discontinuity due to a gap where the characteristic impedance 

of the transmission line changes to Z2. The reflection coefficient formula for this case is 

given as [32] 

                                     
nono

nono

n

n

ZZ

ZZ

v

v

,1,

,1,

+

−
==Γ

+

+

+

−

                                             (5.1) 

 where  Γ is a reflection coefficient, +
nv  is a voltage traveling in positive direction at nth 

transmission line, −
nv  is a voltage traveling in negative direction at nth transmission line, 

noZ ,  is a characteristic impedance at nth transmission line, 1, +noZ  is a characteristic 

impedance at (n+1)th transmission line. Since Z2 > Z1 in this case, the reflected wave is a 

positive copy of the incident wave. The incident and reflected waves superimpose. The 

voltage should be continuous at the discontinuity, so the signal continues onto the second 

transmission line with peak amplitude based on the total voltage on the first line. When 

the incident and reflected waves have the same sign, they add, and the voltage signal on 

the second transmission is large. This situation continues when an injected signal passes 

over a metal branch in a gap. This is because periodic gaps in AI-EBG structure make 

discontinuities in impedance profile and these discontinuities make reflection coefficient 

positive. 

  

5.5 Field Analysis of AI-EBG Structure 

In this section, near field and far field simulations and measurements were 

discussed to understand possible electromagnetic interference (EMI) due to a periodic 

gap in the AI-EBG plane when the AI-EBG structure is used as a reference plane for a 

signal line. 
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5.5.1 Near Field (NF) Simulation and Measurement 

  The return current on the reference plane of a signal line plays an important role 

in near field electromagnetic coupling, and therefore, the return current effect should be 

taken into consideration in mixed-signal system design. Return current on the reference 

plane flows mostly in the area below the signal line and tapers off as one traverses from 

the center towards the edge. In this section, current flowing on the signal line and the area 

on the reference plane below the signal line will be referred to as “differential mode 

current” and the current on the reference plane away from the signal line will be referred 

to as “common mode current”.  The magnetic field produced by the differential mode is 

zero since current flows in opposite directions. In this case, the magnetic field due to the 

current on a microstrip line is given by equation (5.2). In this equation, I is current 

flowing on the microstrip line and r is the radial distance from the microstrip line.  

                                      φ
π

ˆ
2 r

I
H =                                                            (5.2) 

However, this is not the case for the common mode current. The effect of the 

common mode current is often ignored due to its small magnitude [64]. The purpose of 

this work is to understand the near field behavior from a simple signal line such as a 

microstrip line for the test vehicles with and without various AI-EBG structures.     

Three test vehicles have been designed and fabricated for radiation analysis [59]. 

The first test vehicle is a microstrip line on a solid plane, the second test vehicle is a 

microstrip line on an AI-EBG structure, and the third test vehicle is a microstrip line on 

an embedded AI-EBG structure. The third test vehicle was designed to suppress noise in 

mixed-signal systems without any EMI problems. This is possible since the solid plane 

was used as a reference plane for the microstrip line in this embedded AI-EBG structure. 



 140 

In Figure 5.12, the cross section of these three test vehicles are shown. The top view of 

these three test vehicles is also shown in Figure 5.13.  The dielectric material of the test 

vehicles is FR4 with a relative permittivity, εr = 4.4, the conductor is copper with 

conductivity, σc = 5.8 x 10
7
 S/m, and a dielectric loss tangent is tan (δ) = 0.02. The 

copper thickness for the microstrip line, solid plane and AI-EBG plane in the test vehicles 

is 35 µm, the dielectric thickness between two conductors is 5 mils and the dielectric 

thickness of the most bottom layer is 28 mils. For the AI-EBG structures in the second 

and third test vehicles, the size of the metal patch is 1.5 cm x 1.5 cm and the size of metal 

branch is 0.1 cm x 0.1 cm. It should be noted that the size of the metal patches in the first 

column near SMA connector is 1.3 cm x 1.5 cm.    

 

 

 

             (a)                                        (b)                                      (c) 

 

Figure 5.12  Cross section of the three test vehicle (a) Test vehicle 1 is a microstrip line on 

a  solid plane, (b) Test vehicle 2 is a microstrip line on an AI-EBG structure, and (c) Test 

vehicle 3 is a microstrip line on an embedded AI-EBG structure. 
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Figure 5.13 Top view of the test vehicles. 

 

 

The return current on the reference plane of a microstrip line plays an important 

role in near-field electromagnetic coupling. Hence, the return current effects should be 

considered in package and board design [64]. The full wave solver (SONNET
TM

) was 

used for current density simulation of the three test vehicles. This simulation was 

contributed by Daehyun Chung. To ensure that simulation results are correct, the standing 

wave patterns on the reference plane for the test vehicle 1 were captured and these 

patterns are shown in Figure 5.14. Standing waves are formed at 800 MHz, 1.6 GHz, and 

2.4 GHz for the test vehicle 1 and these frequencies correspond to the nulls in the S11 

simulation, which is shown in Figure 5.15. For S-parameter simulation, port 1 was 

located at the SMA connector and port 2 was at far end of the microstrip line. The 

wavelength of the return current can be calculated using the following equation. 
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r
ε is the relative 

permittivity of the substrate, w is the width of the microstrip line and h is the height 

between the microstrip line and the reference plane. The relative permittivity for the test 
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vehicle 1 is approximately 4.2 for the given microstrip line dimensions. 

 

 

     (a)                                        (b)                                       (c) 

Figure 5.14 Standing wave patterns on reference plane of the test vehicle 1 (a) 1
st
 

resonance pattern at 800 MHz, (b) 2
nd

 resonance pattern at 1.6 GHz, and (c) 3
rd

 resonance 

pattern at 2.4 GHz. 

 

 

 

 

 

Figure 5.15 S-parameter simulation results of the microstrip line on the test vehicle 1. 
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Using equation (5.3), the standing waves have wavelengths at frequencies of 800 

MHz, 1.6 GHz, and 2.4 GHz, as given in Table 5.1. 

 

Table 5.1 Wavelengths for the standing waves using equation (5.3) 

                           Frequency                         Wavelength 

                            800 MHz                          18.298 cm 

                             1.6 GHz                            9.149 cm  

                             2.4 GHz                            6.099 cm 

 

 

Two frequencies at 300 MHz and 2.7 GHz were chosen for the near field analysis. 

Figure 5.16 shows current density for the solid reference plane in the test vehicle 1 at 300 

MHz and 2.7 GHz and Figure 5.17 shows current density for the AI-EBG plane in the test 

vehicle 2. The current densities for the solid reference plane in test vehicle 3 (an 

embedded AI-EBG structure), which is shown in Figure 5.18, showed almost same 

results as those for the test vehicle 1 since a solid plane was used for both test vehicles. It 

should be noted that current densities at 300 MHz for the test vehicles 1 and 2 showed the  

 

 
              (a)                                                             (b) 

 

Figure 5.16 Current density simulation results for the test vehicle 1 (a) Current density at 

300 MHz and (b) Current density at 2.7 GHz. 
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               (a)                                                             (b) 

Figure 5.17 Current density simulation results for the test vehicle 2 (a) Current density at 

300 MHz and (b) Current density at 2.7 GHz. 

 

 
                           (a)                                                         (b) 

 

Figure 5.18 Current density simulation results for the test vehicle 3 (a) Current density at 

300 MHz and (b) Current density at 2.7 GHz. 

 

 

same tendency but, at 2.7 GHz,   the  current  density  for  the  AI-EBG  plane  in  the test 

vehicle 2 showed a non-ideal current flow, which can cause higher radiation. A non-ideal 

return path occurs when the return current associated with a signal trace is forced to 

diverge away from the path of least inductance. This deviation in the ideal return path of 

the current results in far field radiation, which can cause EMI problem [65]. The periodic 

gaps in the AI-EBG structure gives rise to the problems listed above at high frequencies. 
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The near field measurement was carried out using EMC Precision Scan (EPS-

3000) equipment and NEC probe (CP-25). This measurement was carried out with 

Krishna Srinivasan in Epsilon group together. Generally, near field measurement in the 

GHz range is very difficult since almost all of the commercially available probes are not 

sensitive for near field measurement in GHz range. However, the NEC probe in this 

measurement covers a bandwidth of 3 GHz. In these near field measurements, the y 

component of magnetic field (Hy) was recorded and the unit of the magnetic field 

intensity is [dBµV]. It should be noted that the near field results can be related to the 

current density simulation results since the maximum magnetic field intensity represents 

the maximum current density in this case. The values have been obtained for the 

magnetic field 12 mm above the microstrip line and normalized with respect to the 

maximum value of the y component of the magnetic field, which occurs at 2.35 cm, as 

shown in Figure 5.19.  

  

 

 

Figure 5.19 Schematic of y component of the magnetic field at 12 mm above the 

microstrip line. 
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Figure 5.20 shows near field measurement results for test vehicle 1 at 300 MHz 

and 2.7 GHz while Figure 5.21 shows near field measurement results for test vehicle 2 at 

300 MHz and 2.7 GHz. The near field measurement results for the vehicle 3 are shown in 

Figure 5.22. Test vehicle 1 and 3 showed the same results since a solid plane was used as 

a reference plane for both cases. For test vehicle 2, near field results at 300 MHz showed 

the same results as those for test vehicles 1 and 3 at 300 MHz but near field results at 2.7 

GHz showed totally different results from those for test vehicles 1 and 3 since an AI-

EBG plane was used as a reference plane for the test vehicle 2, which causes a non-ideal 

return current flow due to periodic gaps in the AI-EBG plane, and which makes magnetic 

field distribution in an AI-EBG plane different from that in a solid plane.   

 

 

 

            (a)                                                                            (b) 

Figure 5.20 Near field measurement results for test vehicle 1 (a) Magnetic field intensity 

at 300 MHz and (b) Magnetic field intensity at 2.7 GHz. 

 

 

 
 

 

              (a)                                                                    (b) 

Figure 5.21 Near field measurement results for test vehicle 2 (a) Magnetic field intensity 

at 300 MHz and (b) Magnetic field intensity at 2.7 GHz. 
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                         (a)                                                                    (b) 

Figure 5.22 Near field measurement results for test vehicle 3 (a) Magnetic field intensity 

at 300 MHz and (b) Magnetic field intensity at 2.7 GHz. 

 

It should be noted that there are similarities between current density simulation results 

and near field measurement results. This is because the current distribution on the 

reference plane for the microstrip line creates the magnetic field and both have the similar 

signature. 

 

5.5.2 Far Field (FF) Simulation and Measurement   

The far field simulation was also performed using SONNET
TM

 for the three test 

vehicles in Figure 5.12. This simulation was mainly contributed by Daehyun Chung. In 

this simulation, surface radiation from the surface of the test vehicles was investigated by 

changing the degrees (φ = 0°~180° at every 10° and θ = -90°~90° at every 10°), which is 

shown in Figure 5.23. Figure 5.24 shows far field simulation results for the three test 

vehicles. It should be noted that test vehicle 2 showed the maximum radiation intensity 

(after 2 GHz) among three test vehicles since the AI-EBG plane was used as a reference 

plane for the microstrip line in the test vehicle 2 and the periodic gap in the AI-EBG 

plane makes the return current non-ideal, which causes a far field radiation at high 

frequencies. 
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Figure 5.23 Far field (FF) simulation set-up. 

 

 

 

(a) 

Figure 5.24 Far field simulation results (a) Test vehicle 1 (a solid plane as a reference 

plane), (b) Test vehicle 2 (an AI-EBG plane as a reference plane), and (c) Test vehicle 3 

(a solid plane in an embedded AI-EBG structure as a reference plane). 
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(b) 

   

         

(c) 

 

Figure 5.24 Far field simulation results (a) Test vehicle 1 (a solid plane as a reference 

plane), (b) Test vehicle 2 (an AI-EBG plane as a reference plane), and (c) Test vehicle 3 

(a solid plane in an embedded AI-EBG structure as a reference plane). 
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To verify the above simulation results, far field measurements were done for the 

test vehicles.  These measurements were carried out by Dong Gun Kam who is a graduate 

student in Professor Joungho Kim at KAIST in Republic of Korea. The far field 

measurements were done using an Anritsu MG3642A RF signal generator (BW: 125 kHz 

~ 2,080 MHz), an Agilent E4440A spectrum analyzer (BW: 3 kHz ~ 26.5 GHz, Res. BW 

= Video BW = 3 MHz), and an antenna in anechoic chamber. Figure 5.25 (a) shows the 

measurement set-up for the far field measurements. Since the RF signal generator works 

properly up to 2 GHz (i.e., 2 GHz is the highest frequency limitation of our signal 

generator), the far field measurement was also done up to 2 GHz. The distance between 

EUT and antenna was 3 m in this case. The RF signal generator was connected to EUT as 

a source and the spectrum analyzer, which was connected to the antenna, recorded the 

field intensity from the surface of the test vehicle. In this measurement, surface radiation 

from the surface of the test vehicles was investigated by changing the location of the 

EUT and antenna for the degrees (φ = 0°, 90°, 180° and θ = 0° and 90°) and measured the 

maximum field intensity among the field intensities from the above degrees. In this 

measurement, the radiation intensity from test vehicle 2 is the maximum among the three 

test vehicles, as shown in Figure 5.25 (b), and test vehicles 1 and 3 showed almost the 

same radiation intensity because a solid plane was used as a reference plane for these two 

test vehicles. It should be noted that the radiated power intensities of the far field 

measurements in Figure 5.25 (b) are in the range of the simulated power intensities in 

Figure 5.24, except for the peaks at 190 MHz and 550 MHz for test vehicle 2. 

To minimize possible EMI problem, the test vehicle with an embedded AI-EBG 

structure (test vehicle 3) was designed and showed almost the same (or a little better) 

radiation characteristics as that of test vehicle 1 (reference test vehicle). This test vehicle 

(test vehicle 3) showed that an embedded AI-EBG structure can be used to suppress 

noise in mixed-signal systems without causing EMI problems.  
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                                                          (a) 

 

 

 

(b) 

Figure 5.25 Far field measurement set-up and results (a) Measurement set-up for far field 

measurement and (b) Far field measurement results. 
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5.6 Design Methodology 

Since the AI-EBG plane is used as a reference plane for signal lines, it can cause 

signal integrity problems. The best solution for avoiding this signal integrity problem is 

to use a solid plane as a reference plane, rather than the AI-EBG plane. For example, in 

Figure 5.2, the AI-EBG plane should be located on power layer (3
rd

 metal layer) rather 

than on ground layer (2
nd

 metal layer), which eliminates the signal degradation due to the 

EBG structure.  

To prevent possible signal integrity as well as EMI problems, the plane stack-up 

in  Figure 5.26  is  recommended.  In  Figure 5.26,  the  first  plane  is  the  solid reference  

 

 

 

Figure 5.26 Plane stack-up for avoiding possible problems related to signal integrity and 

EMI. 
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ground plane for the signal lines on the top, the second plane is the AI-EBG plane, and 

the third plane is the solid reference ground plane for the signal lines on the bottom. In 

this stack-up, the AI-EBG plane is located between solid planes, which avoids possible 

problems associated with signal integrity because solid planes are used as reference 

planes for signal transmission lines.  Since gaps in reference planes cause common  mode  

currents of the transmission lines,  the stack-up  shown  in  Figure 5.26  also  avoids  

radiation  from  the  AI-EBG structure.  This has been confirmed through a combination 

of modeling and measurements in the previous section. Figure 5.27 shows the plane 

stack-up for multilayer applications. 

 

 

 

Figure 5.27 Plane stack-up for multilayer structure for avoiding possible problems related 

to signal integrity and EMI. 

 



 154 

5.7 Summary 

In this chapter, the realistic mixed-signal system with and without AI-EBG 

structure have been designed and fabricated to see noise suppression effects due to AI-

EBG structure. These mixed-signal test vehicles consist of an FPGA (driving a 300 MHz 

bus) and a Low Noise Amplifier (LNA) (operating at 2.13 GHz) which were fabricated 

on the FR4 based substrate. The board was a three metal layer PCB that is 10.08 cm by 

4.02 cm. The first metal layer was a signal layer, the second metal layer was a ground 

layer (Gnd), and the third metal layer is a power layer (Vdd). The AI-EBG structure was 

located in a ground layer in this test vehicle. The measurement results for the mixed-

signal systems with and without AI-EBG structure proved that harmonic noise peaks due 

to digital circuits have been suppressed completely in stopband frequency range using the 

AI-EBG structure. 

In this chapter, various characterizations were performed to understand the effect 

of the gap in the AI-EBG structure.  First, time domain waveform measurements at the 

output of the FPGA and far end of the transmission line were shown. Second, time 

domain reflectrometry (TDR) measurements were also shown and discussed to 

understand the discontinuities in the characteristic impedance profile due to the gaps in 

the AI-EBG plane. Third, near field and far field simulations and measurements were 

analyzed to understand possible electromagnetic interference (EMI). Finally, design 

methodology was suggested to avoid any possible signal integrity and EMI problems 

when the AI-EBG structure is used as a part of the power distribution network in mixed-

signal systems. 
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CHAPTER 6 

Ultra Wide Band (UWB) Applications of AI-EBG 

Structures 

In this chapter, various novel hybrid alternating impedance electromagnetic 

bandgap (AI-EBG) structures have been discussed for noise suppression and isolation in 

ultra wide band (UWB) applications (from 3.1 GHz to 10.6 GHz). In UWB technology, 

since the maximum signal power is limited to a very low level (-41.3 dBm) by the 

Federal Communications Commission (FCC), any noise from digital circuits could 

destroy the functionality of RF circuits and cause system failure. Hence, noise 

suppression is a major bottleneck for UWB technology since very high isolation is 

required over the UWB frequency range. In the previous chapters, the AI-EBG structure 

showed excellent isolation but the stopband range for -80 dB isolation was between 3 

GHz and 4 GHz even though the stopband range for -40 dB isolation was over 8 GHz. 

Hence, it is critical to design hybrid AI-EBG structures for UWB frequency range. 

Various novel hybrid AI-EBG structures have been designed, simulated, fabricated, and 

measured for UWB isolation requirement. These hybrid AI-EBG structures have shown 

excellent isolation over UWB frequency range.  

 

6.1 Introduction 

Ultra wide band (UWB) technology offers a solution for supporting the 

bandwidth, cost, power consumption, and physical size requirements of next generation 
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consumer electronic devices. UWB enables wireless connectivity with consistent high 

data rates across multiple devices and PCs within the digital home and the office. UWB 

radios can use frequencies from 3.1 GHz to 10.6 GHz. To allow for such a large signal 

bandwidth, the Federal Communications Commission (FCC) put in place severe 

broadcast power restrictions. Since the maximum signal power is limited to a very low 

level (-41.3 dBm ≅ 74 nW), any in-band noise reaching the receiver from digital circuits 

could corrupt the signal of RF circuits, which could lead to failure of the system. For 

example, a UWB transceiver, as shown in Figure 6.1, exists in a module or a chip on the 

same board with noisy digital circuits. Since the low noise amplifier (LNA) in the UWB 

transceiver is extremely sensitive, a noise spike from digital circuits in or close to the 

operating frequency band of the device can de-sensitize the circuit, destroying its 

functionality. Therefore, noise suppression in UWB frequency range is a major 

bottleneck in UWB technology because very high isolation is required to ensure noise 

free environment in UWB system.  

 

 

 

Figure 6.1 Ultra wide band (UWB) transceiver architecture. 
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6.2 Design of Hybrid AI-EBG Structures for UWB 

In filter theory, the overall effect of cascaded filters is a superposition of effect of 

the individual filters. Similarly, since AI-EBG structure behaves like a low pass filter, 

which has been shown through simulations and measurements, and metal patch size 

mainly determines the stopband center frequency in AI-EBG structure, it is possible to 

design a hybrid AI-EBG structure for ultra wide band (UWB) frequency range (from 3.1 

GHz to 10.6 GHz).  In addition to  UWB  frequency  range,  a  very  high  isolation level  

(~ better than -70 dB) is required over the whole UWB frequency range. It is almost 

impossible to satisfy these requirements using conventionally known EBG structures.  

 These requirements can be achieved using hybrid AI-EBG structures [60].  In this 

case, two different metal patches were used to obtain an ultra wide stopband. A metal 

patch has size 1.5 cm x 1.5 cm and the other has size  0.7 cm x 0.7 cm. The metal branch 

of 0.1 cm x 0.05 cm was used in the structure. The port 1 is placed at (0.3 cm, 1.95 cm) 

and port 2 is located at (9.2 cm, 1.95 cm) with the origin (0, 0) lying at the bottom left 

corner of the structure, as shown in Figure 6.2. The first metal patch (1.5 cm x 1.5 cm) 

and branch make a stopband that ranges from 2 GHz to 5 GHz and the second metal 

patch (0.7 cm x 0.7 cm) and branch make a stopband that ranges from 5 GHz to 11 GHz. 

This bandgap range covers a frequency range for an UWB wireless LAN card. The size 

of the board is 9.5 cm x 4.7 cm for this case, which is the same size of WLAN card. The 

dielectric material of the board is FR4 with a relative permittivity, εr = 4.4. The conductor 

is copper with conductivity, σc = 5.8 x 10
7
 S/m, and dielectric loss tangent, tan (δ) = 0.02. 

The transmission matrix method (TMM) in [40]-[42] was used to model and simulate this 

structure. In TMM, a unit cell size of 0.05 cm x 0.05 cm, which corresponds to an 
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electrical size of λ/26 at 11 GHz, was used for accurate results. The simulated S21 result 

in Figure 6.2 shows an excellent stopband floor (below -80 dB) for ultra wide band 

frequency range. 

In some applications, compact size is required. For this purpose, a smaller hybrid 

AI-EBG structure was also designed. One metal patch has size 1.5 cm x 1.5 cm and the 

other has size  0.7 cm x 0.7 cm. The metal branch of 1 mm x 0.2 mm was used in the 

structure. Port 1 is placed at (0.3 cm, 1.95 cm) and port 2 is located at (5.2 cm, 2.35 cm)  

 

 

 

Figure 6.2 Schematic of simulated novel hybrid AI-EBG structure and simulated results 

of S-parameters for the novel hybrid AI-EBG structure. 
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with the origin (0, 0) lying at the bottom left corner of the structure, as shown in Figure 

6.3. The first metal patches (1.5 cm x 1.5 cm) and branches make a stopband that ranges 

from 2 GHz to 5 GHz and the second metal patches (0.7 cm x 0.7 cm) and branches make 

a stopband that ranges from 5 GHz to 12 GHz, as shown in Figure 6.4. This bandgap 

range covers a frequency range  for  UWB  applications. The  size of  the board is 5.5 cm 

x 4.7 cm  for  this case, which is mini PCI card size. The dielectric material of the board 

is FR4 with a relative permittivity, εr = 4.4.  The  conductor  is copper with conductivity, 

σc = 5.8 x 10
7
 S/m, and  dielectric  loss tangent,  tan (δ) = 0.02.  The transmission matrix 

method (TMM)  in  [8]-[9]  was  used  to  model and simulate this structure. In TMM, a 

unit cell size of 0.2 mm x 0.2 mm, which corresponds to an electrical size of λ/65 at 11 

GHz, was used  for  accurate  results.  The simulated result in Figure 6.4 shows an 

excellent stopband floor (better than -80 dB) for UWB frequency range.  

 

 

 

Figure 6.3 Compact hybrid AI-EBG structure for UWB applications. 
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(a) 

 

 

 

 

(b) 

Figure 6.4 Simulated results of S-parameters for the hybrid AI-EBG structure (a)  S-

parameters  from 1 GHz to 11 GHz and (b) S-parameters from 3 GHz to 11 GHz. 
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6.3 Fabrication and Measurement of Novel Hybrid AI-EBG 

Structures 

To verify the simulated results in the previous section, these hybrid AI-EBG 

structures were fabricated using standard FR4 process. Figure 6.5 shows the photographs 

of fabricated hybrid AI-EBG structures and corresponding S-parameter measurement 

results. As can be observed, these hybrid AI-EBG structures show excellent isolation 

over ultra wide band  frequency  range (from 2 GHz to 12 GHz).  In fact, S21  reached the 

sensitivity limit (-80 dB ~ -100 dB) of the VNA used in the frequency range from 2 GHz 

to 8 GHz. The measured S21 results in Figure 6.5 (a) and (b) show almost the same 

results even though the locations of the metal patches are different in the structures. 

These results are much better than those from the mushroom-type EBG structures in 

terms of isolation level and bandwidth of the stopband. The reason why the AI-EBG 

structure produces a better isolation level is because the AI-EBG structure is more 

optimized to make maximum wave interference and the reason why the AI-EBG structure 

produces wider stopband is because the AI-EBG structure is a low-pass filter  (while the 

mushroom-type EBG structure is a bandstop filter). Moreover, these hybrid AI-EBG 

structures do not need an additional metal layer and blind vias, making them desirable for 

PCB applications. 
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(a) 

 

Figure 6.5 Photographs of the fabricated hybrid AI-EBG structures and their measured S-

parameter results. 
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(b) 

Figure 6.5 Photographs of the fabricated hybrid AI-EBG structures and their measured S-

parameter results. 

 

Figure 6.6 shows the photograph of the fabricated compact hybrid AI-EBG 

structure and its S-parameter measurement results. The measured S21 results of the 

compact hybrid AI-EBG structure also show very good isolation even though the 

measured S-parameter results of the compact hybrid AI-EBG structure are not as good as 

those of the hybrid AI-EBG structure in Figure 6.5. The decrease of the isolation level of 

the compact hybrid AI-EBG 



 164 

structure is due to a decrease of the number of the metal branches and patches in the 

structure. 

 

 

Figure 6.6 Photograph of the compact hybrid AI-EBG structure and its measured S-

parameters. 

 

 

6.4 Mixed-Signal System Simulation for UWB 

As an example of the use of the hybrid AI-EBG structure for mixed-signal 

integration, consider the mixed-signal system in which there is a low noise amplifier 
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(LNA) and a digital processor powered using a common power supply. The processor 

drives an 800 MHz bus. Noise generated in the digital sub-system couples into the LNA 

through the common power supply. Use of the AI-EBG structure in the implementation 

of the power distribution system provides a cost-effective and compact means for noise 

suppression, as compared to the use of split planes with multiple power supplies. Fig. 6.7 

shows simulated LNA output spectrum (using HP-ADS
TM

) where the power distribution 

system has been implemented with and without the hybrid AI-EBG structure. The dotted  

line  represents  the  noise  power  appearing  at  the  output of the LNA using an ordinary  

 

 

Figure 6.7 Mixed-signal system simulation results for UWB application. 

 

solid plane-pair for power distribution. The solid line represents noise power when the 

AI-EBG based power distribution scheme is used in the system. Although the harmonics 

of the digital noise does couple into the LNA circuitry in both cases, there is significant 
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reduction of the noise amplitudes for the system with the hybrid AI-EBG based power 

scheme. 

 

6.5 Ultimate Isolation from DC to Infinite Frequency 

The development of the structure that can provide excellent isolation from DC to 

infinite frequency is critical since some noises occur at low frequency due to nonlinearity 

of active devices. Therefore it’s difficult to suppress this noise by the AI-EBG structure 

since the metal patch size should be large enough to move the stopband to a low 

frequency like 10 MHz.  It is possible to achieve excellent isolation from DC to infinite 

frequency.  This can be achieved using the following concept: “power island in sea of 

hybrid alternating impedance electromagnetic bandgap (AI-EBG) structure.”   In this 

structure, the gap around the power island provides excellent isolation from DC to around 

1.5 GHz, one AI-EBG structure provides excellent isolation from 1.5 GHz to 5 GHz, the 

other AI-EBG structure provides excellent isolation from 5 GHz to 10 GHz, and 

combination effect of the hybrid AI-EBG structure provides excellent isolation from 10 

GHz to infinite frequency. 

To ensure that this is possible, this novel structure was fabricated using a standard 

FR4 process. Figure 7.7 shows the photograph of the fabricated novel structure and 

corresponding S-parameter measurement results. As can be observed, this structure 

shows excellent isolation from DC to 12 GHz. In fact, S21 reached the sensitivity limit (-

80 dB ~ -100 dB) of the VNA used in the frequency range from DC to 5 GHz. Some 

peaks around 5 GHz and 10 GHz can be suppressed by optimizing the metal branch in the 

structure. 
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Figure 6.8 Photography of a novel structure for ultimate isolation. 

 

 

Figure 6.9 Measured S-parameter results for the structure in Figure 6.8. 
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6.6 Summary 

In this chapter, novel hybrid AI-EBG structures were designed, simulated, 

fabricated, and measured. The measured transmission coefficients of the hybrid AI-EBG 

structures showed excellent isolation over ultra wide band (UWB) frequency range. It 

was also shown that the hybrid AI-EBG structure produced much better isolation than 

that of the mushroom-type EBG structure for UWB applications. The reason why the AI-

EBG structure produces better isolation is because the AI-EBG structure is more 

optimized to make maximum wave interference in the structure and the reason why the 

AI-EBG structure produces a wider stopband is because the AI-EBG structure is naturally 

a low-pass filter,  while the mushroom-type EBG structure is a bandstop filter. Moreover, 

these hybrid AI-EBG structures do not need additional metal layer and blind vias, which 

is proper for PCB applications. 
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CHAPTER 7 

Conclusions and Future Works 

In this dissertation, an efficient method has been developed using a novel 

electromagnetic bandgap (EBG) structure called the alternating impedance 

electromagnetic bandgap (AI-EBG) structure for noise suppression and isolation in 

mixed-signal systems. The integration of wireless technologies in handsets and mobile 

computers is forcing the integration of high-speed digital circuits with analog and radio 

frequency (RF) circuits. When the output drivers or internal logic circuits of a 

microprocessor switch simultaneously, the power supply noise generated from the noisy 

digital circuits can deteriorate the performance of sensitive RF/analog circuits. RF front-

end circuits like low noise amplifiers (LNAs) need to detect low-power signals, and are 

extremely sensitive in nature. A large noise spike in or close to the operating frequency 

band of the device can de-sensitize the circuit, destroying its functionality. To prevent 

this, all radio architectures include filters and other narrow band circuits, which prevent 

the noise in the incoming spectrum from reaching the LNA. However, there are no 

systematic means for filtering noise from other sources – for example, noise can couple 

through the power rail and appear at the output of the LNA, where it can degrade the 

performance of the downstream circuits. Thus, an efficient noise suppression technique is 

required for isolating sensitive RF/analog circuits from noisy digital circuits. 

The sensitivity of RF/analog circuits to power supply noise has resulted in 

difficulties for integration of digital and RF/analog subsystems. One common method 

used for mixed-signal integration in the package is splitting the power and/or ground 
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planes. The gap in the power and ground planes can partially block the propagation of 

electromagnetic waves. For this reason, split planes are usually used to isolate sensitive 

RF/analog circuits from noisy digital circuits. However, electromagnetic energy can still 

couple through the split, especially at frequencies greater than 1 GHz. Hence, this method 

only provides marginal isolation (-20 dB ~ -60 dB) at frequencies above ~ 1 GHz and 

becomes ineffective as system operating frequency increases. Further, as systems become 

more and more compact, use of multiple power supplies becomes expensive. The use of 

ferrite beads across the split can result in a common power supply; however, since ferrite 

beads resonate above 200 MHz, the coupling between split islands increases at higher 

frequencies. The power segmentation method was proposed recently, but this method 

only provides good isolation at high frequencies over a narrow frequency band and since 

this narrow frequency band is fixed by the size of the structure, this frequency band is not 

tunable. Hence, the development of noise isolation methods is required for enabling 

integration of mixed-signal systems. 

The AI-EBG structure in this dissertation has been developed to suppress 

unwanted noise coupling in mixed-signal systems and this AI- EBG structure shows 

excellent isolation (-80 dB ~ -140 dB), which results in a noise coupling-free 

environment in mixed-signal systems. Moreover, the AI-EBG structure has the 

advantage of being simple and can be designed and fabricated using standard printed 

circuit board (PCB) processes without the need for additional metal layer and blind vias. 

The excellent noise suppression in mixed-signal systems with the AI-EBG structure has 

been demonstrated through measurements, which make the AI-EBG structure a 

promising candidate for noise suppression and isolation in mixed-signal systems. Signal 
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integrity analysis for the mixed-signal system with the AI-EBG structure has been 

described and a design methodology has been suggested for avoiding signal integrity and 

EMI problems. In addition to these, near field and far field simulation and measurements 

of the three test vehicles have shown that an embedded AI-EBG structure could be used 

for avoiding possible EMI problem. Finally, novel hybrid AI-EBG structures have been 

designed, simulated, fabricated, and measured and measured transmission coefficients of 

the hybrid AI-EBG structures showed excellent isolation over ultra wide band (UWB) 

frequency range. 

 The AI-EBG structure can be part of the power distribution network (PDN) in 

systems and is expected to have a significant impact on noise suppression and isolation 

in mixed-signal systems in the future. 

As an extension to the work described in this dissertation, the following areas of 

research could be interest: 

1. Investigation of stopband control of any active device: Without changing the 

size of the metal patch, it is interesting to change the stopband with any active 

device. Especially, it is useful if it is possible to move the stopband to low 

frequency range (for example, below 10 MHz) with any active device for a 

compact power/ground plane pair since a large metal patch size is required to 

move the stopband to the low frequency range and it is impossible to use a larger 

metal patch size than the size of a compact power/ground pair. This kind of 

stopband control by an active device could be possible if this active device can 

vary the capacitance of the device and therefore, vary the stopband range. 

2. Miniaturization of AI-EBG Structure: This is important since available space 
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in PDN for AI-EBG structure could be limited in some applications. For 

miniaturization of AI-EBG structure, many approaches can be investigated. For 

example, if we use a material having a high dielectric constant as a dielectric 

material, capacitance of a metal patch increases and cutoff frequency moves to 

lower frequency since the cutoff frequency is inversely proportional to 

capacitance of a metal patch. Hence, for a given frequency range, it is possible to 

reduce the size of a metal patch and the area of the total AI-EBG structure to 

obtain the same isolation level. 
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